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Abstract

Digital image correlation (DIC) is a non-contact technique for monitoring of ki-
netic fields, independent of the material being tested or the length-scale. Mainly
for its versatility, it has become indispensable in experimental mechanics for full-
field monitoring of displacement and deformation. The use and research into DIC
benefited from the rapid evolution of digital cameras and computers in recent years
and a plethora of DIC methodologies and software codes, both commercial and in-
dependently developed, emerged. Even though these software tools reached their
maturity, even the most advanced algorithms cannot compensate for improperly
acquired images or poorly designed experiments. The goal of this thesis is to sum-
marize the author’s experience, to outline best practices, and to demonstrate the
possibilities of DIC for displacement/deformation measurements using affordable
equipment. Since experiments are often destructive and cannot be repeated, learn-
ing from mistakes and adopting the best practices can save enormous amount of
time and resources.
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Abstrakt

Korelace digitálního obrazu (DIC) je bezkontaktní metoda pro sledování kinetick-
ých polí, nezávisle na testovaném materiálu nebo délkovém měřítku. Především
pro svou univerzálnost se stala nepostradatelnou v experimentální mechanice pro
sledování polí posunů a deformací. Využití i výzkum DIC v posledních letech
těžily z rychlého vývoje digitálních kamer a počítačů a vzniklo množství metodik
a DIC programů, a to jak komerčních, tak nabízených jako freeware. Přestože tyto
softwarové nástroje dosáhly své vyspělosti, ani nejpokročilejší algoritmy nemo-
hou kompenzovat nesprávně pořízené snímky nebo špatně provedené experimenty.
Cílem této práce je shrnout autorovy zkušenosti, nastínit osvědčené postupy a
ukázat možnosti DIC pro měření posunů/deformací s využitím cenově dostupného
vybavení. Vzhledem k tomu, že experimenty jsou často destruktivní a nelze je
opakovat, poučení z chyb a osvojení správných postupů může ušetřit obrovské
množství času a prostředků.
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Chapter 1

Introduction

Strain gauges and linear variable differential transformers (LVDTs) used to be the most com-
mon instruments for measurements of strains and displacements. The principle of strain gauges,
first described by Edward E. Simmons and Arthur C. Ruge in 1938 [1], is based on detect-
ing changes in electric resistance of a fine wire or metalic foil due to its elongation. Strain
gauges are usually glued directly to a test specimen surface using adhesives and the specimen
deformation is proportional to a change in electrical resistance [2], calculated from recorded
voltage. The interface between a strain-gauge carrier and the test specimen is usually the weak-
est link in the system [3]. For long-term measurements, additional unloaded strain gauge for
compensation of temperature-induced changes is required. Moreover, strain-gauges can suffer
from fatigue [4] and the measurement accuracy can be compromised due to imperfect attach-
ment [5, 6]. The stiffness contribution to compliant specimens can also negatively influence
the measurement [7].

Unlike strain gauges, LVDTs are used for measurements of relative displacements between
two discrete points. LVDTs are scalable and their length is limited only by the production tech-
nology. In the simplest form, an LVDT consists of a cylindrical array of primary and secondary
coils through which a cylindrical core passes as the point to which the LVDT is attached moves.
The primary coil is supplied with alternating current, producing an alternating magnetic field
in the center of the transducer. This magnetic field induces a signal into secondary coils and its
amplitude depends on the position of the movable core. The output signal, after rectification
and filtering, is in a form of direct current proportional to the core insertion. The sensor of
LVDTs should be shielded to prevent misreadings due to sensitivity to magnetic fields [8].

Despite issues regarding their standardization, non-contact measurement methods have be-
come a well-accepted alternative to strain gauges and LVDTs, or are often used as their comple-
ment. Non-contact methods methods allow capturing complex deformations until a total failure
of tested specimens or structures [9, 10]. Non-contact methods can be generally categorized
on those based on laser technology [11], radars [12], GPS [13], or video/digital image pro-
cessing [14–18]. The last group, reffered to as optical measurement methods, include holog-
raphy interferometry [19], speckle interferometry [20], moiré interferometry [21], and most
importantly digital image correlation (DIC), being the subject of this thesis. The other optical
methods loose their significance due to versatility, capabilities, and costs associated with DIC
measurements [22].
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DIC is commonly used for evaluation of kinematic fields from a series of pixel-based dig-
ital images. The utilization of correlation algorithms for such a purpose was first proposed by
Yamaguchi [23] and Peters and Ranson [24]. Since that time, the method has been adopted
in a wide range of research and engineering fields, from biomechanics [25, 26] to structural
mechanics [27, 28] or dynamics [29]. DIC has no inherent lenght scale and depending on the
optical system that is used for image acquisition, it allows to analyze microscopic observa-
tions [30, 31] but also large structures such as bridges [32] or dams [33]. The full-field data
provided by DIC allow engineers to validate numerical models and easily identify material pa-
rameters [34–36], see Appendices A, C, and B. Unlike contact measurement methods, DIC can
capture strain localizations, independent of a principal strain direction [22, 37].

As the term correlation indicates, the method is based on finding a match between a ref-
erence and deformed images. This is usually accomplished separately for small subsets of the
images. These subsets have to contain sufficient amount of unique features so that the match
can be found with a sufficient certainty. For that purpose, a homogeneous random pattern must
be present on the observed surface to provide gray-level variations, either applied or occur-
ing naturally [38]. Sufficient quality of these random patterns is essential for the DIC and the
assessment of pattern quality is discussed in detail in Appendix D.

Regarding the correlation and best match seeking procedures, the evaluation of a subset
displacements and deformations is accomplished by minimizing a correlation function [39]
using a suitable optimization algorithm [40–43]. The optimization procedure becomes more
demanding with an increasing size of subsets, however, subsets must be large enough to contain
a sufficient number of features to track [44]. The resolution of calculated kinetic fields depends
on the image resolution, pattern density, and image sharpness.

Stereo (3D) DIC operates with a series of image couples taken with synchronized cameras.
3D surface geometry is reconstructed from each couple of images based on characteristics of
the cameras and their objective lenses and relative positions of the cameras [45]. The corre-
lation and 3D surface reconstruction provide information about the positions of subsets within
3D space and their respective displacement vectors [46, 47]. The computational costs associ-
ated with 3D surface reconstruction make stereo DIC much more demanding than 2D DIC, but
the same principles for proper design and execution of experiments apply.

1.1 DIC principles

DIC algorithms can be categorized as (i) local (subset-based) [39, 48–51] and (ii) global, as-
suming continuity of dipslacment field [52–57]. For local DIC, subsets are processed inde-
pendently, allowing parallelization of the computation. In global DIC, a region of interest is
usually discretized into elements connected with nodes. According to Wang and Pan [58], lo-
cal approach provides higher displacement precision and computational efficiency, while the
global DIC can be advantageous for comparisons between numerical models and experimental
observations. This thesis focuses only on the local formulation utilized in Ncorr software [59],
used in the case studies enclosed to this thesis in Appendices.

The unique correspondence between texture points positioned on a regular grid is sought
for each subset of pixels within a deformed image. It is accomplished by finding a maximum of
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a correlation matrix calculated for the deformed and reference images. The matching procedure
yields a position of the subset within the reference image and an initial displacement having an
integer-pixel accuracy. Specific algorithms operating with pixel intensity changes, such as non-
linear optimization or curve-fitting [60], are then employed to reach subpixel accuracy. The
whole procedure is then repeated for each subset and time-step to obtain a complete dataset.
Fitting a plane over a predefined domain using the least squares method is used to calculate
strains from displacement fields, in order to tackle the sensitivity of derivatives (strains) to
local disturbances in differentiated fields (displacements) [42].

The following paragraphs illustrate the whole matching procedure. Consider a subset trans-
formation (Figure 1.1) and let us introduce local coordinates points (i, j) within the subset,
denoted as 1, 2, ..., 7 as

S = [(−1, 0), (−1, 1), (0,−1), (0, 0), (0, 1), (1,−1), (1, 0)] . (1.1)

x

y

Reference image
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7 i

j

Figure 1.1: Subset local coordinates and matched points located within a reference and a current
image, reproduced from [61] (courtesy of Jakub Antoš).

The translation and deformation of the reference subset points is considered to obey linear
transformations using a first-order displacement mapping function in the form

x̃cur,i = xref,i + urc +
∂u

∂xrc
(xref,i − xref,c) +

∂u

∂yrc
(yref,j − yref,c),

ỹcur,j = yref,j + vrc +
∂v

∂xrc
(xref,i − xref,c) +

∂v

∂yrc
(yref,j − yref,c),

(1.2)

where (i, j) ∈ S, xref,i and yref,j are the horizontal and vertical coordinates of the initial refer-
ence subset point, xref,c and yref,c are the coordinates of its the center, x̃cur,i and ỹcur,j are the
coordinates of the final subset point after deformation and ∂u/∂xrc, ∂u/∂yrc, ∂v/∂xrc, ∂v/∂yrc
are displacement gradient components, and u, v are translations of the subset center in the x and
y directions, respectively. The subscript rc indicates that the coordinate system is transformed
from the reference to the deformed (current) one.
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A general form of the deformation matrix can be written as

p =

[
u v

∂u

∂x

∂u

∂y

∂v

∂x

∂v

∂y

]T
(1.3)

with geometrical meaning of individual elements illustrated in Figure 1.2. Any linear combi-
nation of the six elements in p can be described by a warp function w, allowing to rewrite the
Equation (1.2) in a matrix form:

ξref,c + w(4ξref ,prc) =


xTref,c

yTref,c

1

+


1 +

∂u

∂xrc

∂u

∂yrc
urc

∂v

∂xrc
1 +

∂v

∂yrc
vrc

0 0 1




∆xTref

∆yTref

1

 , (1.4)

where ξ is a vector containing the x and y coordinates of the subset points, ∆x and ∆y are the
distances between the subset points and the center of the subset, and w is the warp function.
The deformation of the reference subset to match the current one follows [59]

x̃ref,i = xref,i + urr +
∂u

∂xrr
(xref,i − xref,c) +

∂u

∂yrr
(yref,j − yref,c),

ỹref,j = yref,j + vrr +
∂v

∂xrr
(xref,i − xref,c) +

∂v

∂yrr
(yref,j − yref,c),

(1.5)

where x̃ref,i and ỹref,i are the coordinates of the reference subset point position within the current
image. The subscript rr denotes the transformation from the reference coordinate system.
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Figure 1.2: Linear transformations for subset coordinates, reproduced from [61] (courtesy of
Jakub Antoš).

DIC codes, such as Ncorr, then optimize prc when prr = 0 so that the evaluated coordinates
x̃ref,i and ỹref,j match the coordinates x̃cur,i and ỹcur,j .

There have been numerous similarity criteria developed for comparing gray-scale intensity
distributions within subsets, classified according to their definitions: cross-correlation (CC), a
sum of absolute differences (SAD), a sum of squared differences (SSD), and parametric sum
of squared differences (PSSD) [43, 51, 62–65]. The most commonly used uses normalized
cross-correlation (NCC) for the initial guess of the u and v translation as

CCC =

∑
(i,j)∈S(f(x̃ref,i, ỹref,j)− fm)(g(x̃cur,i, ỹcur,j)− gm)√∑

(i,j)∈S [f(x̃ref,i, ỹref,j)− fm]2
∑

(i,j)∈S [g(x̃cur,i, ỹcur,j)− gm]2
, (1.6)
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where f and g represent gray-scale values of the reference and current subsets, respectively,
and fm and gm are their mean values, defined as

fm =

∑
(i,j)∈S f(x̃ref,i, ỹref,j)

n(S)
,

gm =

∑
(i,j)∈S g(x̃cur,i, ỹcur,j)

n(S)
,

, (1.7)

where n(S) is the number of elements in S. Normalization of the cross-correlation in Equa-
tion (1.6) is necessary for practical reasons as light conditions can change during the experi-
ment, shifting the mean gray-scale intensities towards brighter or darker shades.

In the next step, instead of maximizing CCC defined in Equation (1.6), it is advanta-
geous to optimize the subsets least-squares correlation CLS to reach a minimum of CLS(prc) =
minimum [66].

CLS =
∑

(i,j)∈S

 f(x̃ref,i, ỹref,j)− fm√∑
(i,j)∈S [f(x̃ref,i, ỹref,j)− fm]2

− g(x̃cur,i, ỹcur,j)− gm√∑
(i,j)∈S [g(x̃cur,i, ỹcur,j)− gm]2

2

.

(1.8)

Optimal prc can be found using different optimization algorithms, e.g., the inverse compo-
sitional Gauss-Newton (IC-GN) method [51, 67].

The Green-Lagrangian strains are obtained from the displacement fields as their gradients,
following

εxx =
1

2

(
2
∂u

∂x
+

(
∂u

∂x

)2

+

(
∂v

∂x

)2
)
,

εxy =
1

2

(
∂u

∂y
+
∂v

∂x
+
∂u

∂x

∂u

∂y
+
∂v

∂x

∂v

∂y

)
,

εyy =
1

2

(
2
∂u

∂y
+

(
∂u

∂y

)2

+

(
∂v

∂y

)2
)
.

(1.9)

Numerical fitting of a plane within a strain averaging window to find the gradients enables to
control the noise in the strain field and the degree of strain smoothing. The equation for fitting
linear planes to the displacement fields are defined as

uplane(x, y) = au,plane +

(
∂u

∂xplane

)
x+

(
∂u

∂yplane

)
y (1.10)

vplane(x, y) = av,plane +

(
∂v

∂xplane

)
x+

(
∂v

∂yplane

)
y (1.11)

1.2 Camera settings

Sufficient quality of images for DIC analysis is crucial. Camera sensors convert light into elec-
trons and capture the entire image frame at once on a grid, sufficiently large to avoid noise
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and small enough to provide high resolutions with sensors that can be fit into a camera [68].
Sensors embedded in mobile phones seem to provide high-quality photos, however, the noise
associated with the phones’ small sensors (often artificially corrected using an embedded soft-
ware) and lack of options to avoid automatic focus and stabilization render phone cameras
useless for the delicate and sensitive DIC measurements. On the other hand, large DSLR (dig-
ital single-lens reflect) or indiustrial cameras equipped with chips having a large physical pixel
size offer images with a high dynamic range and little noise provide sufficient resolution and
image quality.

Even the most advanced cameras require an experienced operator for their proper setting
with respect to the experiment scale and environment. First parameter to adjust after the speci-
mens are set in place and illuminated is aperture, i.e., the lens diaphragm opening. It regulates
the amount of light passing onto a sensor when a shutter curtain opens. The parameter does
not only regulate the amount of light passing onto the sensor, but also affects the depth of field.
Therefore a precise setting is needed to avoid unfocused areas in the region of interest. Another
parameter influencing the amount of light passing onto the sensor is shutter speed. Shutter
speed must be set high enough, relative to the motion of the observed surface, to avoid its
smearing. For quasi-static tests performed under good illumination, 1/10 s is usually optimum
but it is not enough for recording abrupt failures after the loss of structural stability. Last pa-
rameter that has a crucial impact on the brightness of images is ISO, i.e., a level of sensitivity to
light. The ISO parameter should be set as low as possible to avoid excessive noise and grainy
images (low signal-to-noise ratio).

1.3 Lenses

Optical lenses play a crucial role in providing high-quality undistorted images. The use of
unsuitable or low-quality lenses results in optical aberrations (non-uniform geometric image
distortions [69–72]) or additional errors compromising the quality of images [70, 73–75].

Short objective lenses causing fish-eye distortions should be avoided for DIC, despite exis-
tence of various camera calibration techniques to compensate these errors [76–79]. Telephoto
lenses, having the outermost element of a short focal length and the second set of elements
close to a sensor, are the most suitable for DIC measurements since the cone of light entering
the camera appears to have come from a lens of a large focal length. This behavior eliminates
the effects of perspective vision a gets close to a orthographic view. A perfectly ortographic
image can be achieved using telecentric lenses [80]. It is worth mentioning that even in the or-
thographic view, the unwanted out-of-plane deformations caused by rotations of the observed
surface introduce errors in planar projections and should be avoided for 2D DIC [25, 81].

1.4 Image compression and file formats

Common cameras transform exposure of sensor pixels, recorded in an analog form as a voltage
level, to a digital signal [82]. The sensors can handle grayscale (monochrome) or red-green-
blue (RGB) color channels for each pixel. The intensities for each channel are usually stored
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in 8 bits of memory per pixel, yielding 28 = 256 color resolution. Metadata containing infor-
mation about the light transformation, camera settings, and byte-ordering are usually stored in
RAW files along with the matrix representation of the images [83].

The RAW format is in most cases inconvenient to work with and encoding of data bits
takes place in a standardized way to enable decoding. There are several established raster image
formats (bitmap), such as bmp, jpeg, tiff, and png. These formats allow lossy compression based
on eliminating redundancies to save memory [84]. Even though the data discarded during the
lossy compression are usually nonessential to human perception [87], the loss of detail can be
harmful for delicate DIC measurements and high compression rates are not advisible.

Mathematical redundancy elimination, such as replacing repeating patterns using mathe-
matical formulas, is encoded in tiff and png formats and is lossless [85]. It is most efficient for
simple images containing lines and flat colors [86].

1.5 DIC software

Numerous DIC codes have been developed over the last two decades, a period considered a
boom period for DIC in experimental mechanics. Two toolkits are used for DIC analyses in this
thesis: (i) a widely used open-source software that was complemented with a post-processing
tool developed by the author and (ii) software developed by the author and tested under his
supervision.

The first software suite (i) is based on Ncorr open-source 2D DIC MATLAB program [59,
88] whose algorithms are introduced in Section 1.1, complemented with the postprocessing
tool Ncorr_post1 (more information in Section 3.1).

The second set of scripts (ii) was developed in Python and is based on a discrete Fourier
transform (DFT); the procedures are thoroughly described in Apendices E and F. The DFT-
based approach is suitable for fast lightweight calculations as demonstrated in the aforemen-
tioned apendices and Appendix G and outlined in Section 3.3.

1Available at https://omlab.fsv.cvut.cz/software/

https://omlab.fsv.cvut.cz/software/




Chapter 2

Lessons learned the hard way

Wrong settings of the subset size, lens distortions, and unwanted camera/sample motion are
most frequent causes of improper DIC measurements and the source of inaccuracies [89]. Even
if the camera is set properly and secured, the measurement can be completely spoiled by sig-
nificant changes in the environment (light, temperature, or humidity), equipment failure, or
people sabotaging the measurements by standing in the camera view and shielding the region
of interest (Figure 2.1). The following examples present the cases when the measurements were
compromised due to changes in weather conditions in unexpected ways.

Figure 2.1: Obstructions in a camera view during a long-term experiment: a person (top-left),
concrete blocks (top-right), a crane (bottom-left), and laboratory furniture (bottom-right).
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2.1 Outdoor measurements and changes in light conditions

During DIC measurements, there are two moments when the experimentalist heart starts pound-
ing: first, when placing the SD card from a camera to a computer and waiting for the images
to show up, and second, when studying the image quality and sharpness of the observed pat-
terns or textures. The following example demonstrates how incorrect setting of ISO parameter
almost spoiled results of a very expensive test. The experiment took place at the D6 highway
before opening a newly built bridge at 40.760 km on September 17, 2020. The loading was
prescribed by a structural engineer and accomplished using fully loaded trucks changing their
positions to induce critical load combinations.

During laboratory experiments, it is common to set the ISO parameter to a fixed value. Lab-
oratory environment usually offers almost constant illumination and therefore the best practices
for laboratory measurements cannot be adopted outdoors, especially if the measurement lasts
several hours. Despite clear sky, the sunshine intensity changes rather significantly as demon-
strated by this example.

The surface of the monitored concrete bridge had a faint texture, limiting the DIC measure-
ments, and enhancing the texture using color sprays was not possible. Yet, based on previous
experience, there was a good chance that even such a poor texture could be sufficient if the pa-
rameters affecting the sensitivity to light (the combination of ISO, aperture, and shutter speed)
were set correctly. However, not allowing the camera (Canon EOS 70D) to change these pa-
rameters dynamically with respect to the light conditions resulted in overexposed images not
suitable for DIC (Figure 2.2).

Figure 2.2: Image of the monitored bridge overexposed due to changes in the sunshine intensity
over the course of the day.

The loss of detailed texture on the bridge surface rendered the full-field evaluation using the
intensity-based correlation impossible. Fortunatelly, the in-house DFT-based correlation scripts
allowed to track the motion of the bridge beam’s bottom edge and limit the subset displacements
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only to vertical movements. The scatter of the recorded data indicated the absolute accuracy
of the measurement about 0.25 mm. Camera movements due to wind gusts were eliminited
by calculations of relative displacements with a reference subset of assumed zero movement
above the right bridge support (Figure 2.3). The measured deflection curve was in agreement
with LVDTs and predictions of numerical models.

Figure 2.3: Bridge deflection measured from deck edge translation tracking using DFT-based
correlation algorithms.

2.2 Effect of camera temperature during long-term measure-
ments

Long-term measurement of minute translations (< 10% of a pixel size) using DIC algorithms
is somewhat of a nightmare for every experimentalist. All measurements are to some extent af-
fected with the environment and even vibrations caused by the camera shutter introduce a noise
that is hard to eliminate. The most typical sources if inaccuracies, such as camera vibrations,
the effect of lens distortions, camera movement due to its improper attachment, or out-of-plane
motions of the observed surface, can be quite easily identified and some of these even corrected.
All these effects were taken into a considereation during the long-term shrinkage measurents
(axial deformation) of sealed concrete beams (Figure 2.4) that exhibited completely different
behavior than predicted using numerical models.

First, the effect of bending was eleminated, but the axial deformation was still very different
from the predicted values and oscilated with a somewhat regular period that changed over the
course of year. The images were thoroughly studied for sunlight occurances and temperature
was measured on the surface of specimens to evaluate the effect of temperature changes. It was
found that sunlight did not reach the studied beams, but the fluctuation in temperature hinted
its effect, yet, the contraction/expasion of the observed beams was still larger by a significant
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Figure 2.4: Simply supported 2.5 m long concrete beam analysed to study axial strains.

factor. Eventually, after a thorough analysis, it was found that not heating and cooling of the
beams, but the camera temperature changes due to sun radiation comming from skylight was the
source of inaccuracies. Since the camera temperature was not measured during the experiment,
the axial deformation data had to be discarded.

Despite the robust body of common DSLR and advanced materials used for their produc-
tion, temperature changes can spoil the DIC measurements where the highest quality of images
is pursued [90, 91]. This issue was placed under scrutiny and tested. In this straightforward
test, a completely sealed DSLR camera was heated for 10 minutes (too short for beam to de-
form due to temperature changes or shrinkage) using resistance wires, the camera temperature
at its objective lens surface was recorded, and the images were taken to evaluate apparent ax-
ial deformations. From this test, clear correlation between these two parameters was revealed
(Figure 2.5). Note that the results of this simple test should be used only to confirm the hypoth-
esis, but more precise and well-designed measurements should be carried out to seek correction
coefficients.

Figure 2.5: Relationship between the DSLR camera temperature and apparent axial strain of
the monitored beam.



Chapter 3

Ongoing research

Beside the research activities reported in publications enclosed in Appendix A through G, the
author engages in other activities related to non-contact measurements of displacements and
deformations. These activities are briefly presented in the following sections.

3.1 Continuous development of Ncorr_post software

Ncorr_post has been developed in Matlab [92] for postprocessing and visualization of DIC
data provided by Ncorr software [88]. The first version was released in 2014 and since then,
more than 600 downloads worldwide have been reported in the website analytics, more than
50 queries related to the software functionalities have been answered, and the software was
mentioned in more than 30 papers according to Google Scholar. Interestingly, manuals cre-
ated by software users on how to use the software were posted on YouTube without author’s
involvement.

The program is controlled using a graphical user interface (Figure 3.1) and offers funcional-
ities that make the data processing convenient for common engineering applications, including:

• Scaling of displacements to the physical units of length,

• Placement of an arbitrary number of virtual extensometers and their management to ex-
tract information about displacements at discrete locations,

• Export options for images, videos, or text files,

• Extraction of DIC data along arbitrary lines, including the option of averaging band (Fig-
ure 3.2),

• Setting the transparency of color ovelays representing displacement and deformation
fields,

• Calculation of principal strains and their directions (Figure 3.3),

• Calculaiton of strain norms, including volumetric and the Von Mises strain,
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• Averaging displacement/deformation fields over an arbitrary region.

Figure 3.1: Graphical user interface of Ncorr_post v2.1.

3.2 Real-time remote measurements using IoT devices

Development of the internet-of-things (IoT) technologies opened the way for remote measure-
ment of displacements and deformations for an instantaneous structural health assessment.
Such an assesment can be based both on detecting changes in structural stiffness, manifested
through excessive displacements under (semi)static loading, changes in vibration frequencies
due to dynamic excitation, or both.

The ongoing research is focused on the development of a portable autonomous devices for
remote monitoring of in-plane displacements and deformations on-site (Figure 3.4). Implemen-
tation of the light-weight DFT algorithms enables the use of small processing units (Raspberry
Pi 4) and instant data preview. To reach that goal, the research agenda includes the development
of data transfer strategies, saving the data to a database, and live preview in a user-friendly web
application.

3.3 Particle image velocimetry

Particle image velocity (PIV) [93–96] has been widely used in experimental fluid mechanics
for tracking velocities of tracer particles seeded in fluids, but can be also used for tracking
movements of soils [97]. The method borrows heavily from DIC in principles and algorithms,
and the main difference between these two methods is mainly in the apparatus used for the
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Figure 3.2: Distribution of vertical strains along a line parallel to the axis of a cylindrical
concrete specimen confined with aluminum rings.

measurement. Unlike for DIC measurements, postprocessing of PIV data is focused on flow
visualization, however the calculation of velocity fields allows to use slightly modified DFT-
based procedures as outlined in Appendix F: (i) split images into pixel subsets (interrogation
areas) and (ii) calculate displacement vectors for each subset using DFT. These subsets have to
be updated for each couple of images because of changing pattern (orientation and swarming
of particles) and geometry of the region of interest. Additionally, velocity is calculated using
the time between image shots and the physical size of each pixel.

This procedure was implemented into an in-house software written in Python (PyPIV) and
validated using sample experiments carried out at the Charles University (Prague), Institute of
Geology and Paleontology (Figure 3.5). This tool differs from commonly available software
tools for its ability to calculate velocity fields for dynamically growing/shrinking regions of
interest (Figure 3.6).
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Figure 3.3: Colormap (left, limited to the map of maximum principal strains) and arrow (right)
representation of principal strains on an axially loaded steel plate with a circular hole.

Figure 3.4: Development prototype of printed circuit boards (PCB) designed for connection of
Raspberry Pi microcomputer, GPS modules, ultrasound distance sensors, and a camera.



Ongoing research 17

0 250 500 750 1000 1250 1500 1750

0

200

400

600

800 0.00

0.01

0.02

0.03

0.04

0.05

Figure 3.5: Quiver plot representing velocity field [mm/s] for sand grains subjected to a simu-
lated subduction experiment.

3.4 Shrapnel velocity measurement

PIV principles were also adopted for analysis of shrapnel movement after a bomb explosion.
However, the density of particles here is very low and the projected trajectory between indi-
vidual frames very high due to the high velocity of the flying fragments and limited sampling
rate of high-speed cameras operating outdoor without additional illumination. For this rea-
son, the DFT-based algorithms have to be enhanced to seek the particles of interest and locate
them in the following frame. Semi-automatic measurements, where the particles were identi-
fied manually and sought automatically, have been already carried out (Figure 3.7), but further
improvements are needed.
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Figure 3.6: Change of the region of interest and deformation of the soil body over the course
of the experiment (sequence of 100 images); increase of the soil body volume required reverse
motion analysis and update of subset positions for each step (image).
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Figure 3.7: Detection of shrapnels and distribution of their velocities projected to a camera
plane from a sequence of images recorded using high-speed cameras during explosion tests in
a military zone Boletice.
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[90] P. Podbreznik and B. Potočnik. Influence of temperature variations on calibrated
cameras. International Journal of Computer and Information Engineering, 2:546–551,
2008.

[91] M. Smith and E. Cope. The effects of temperature variation on single-lens-reflex digital
camera calibration parameters. International Archives of Photogrammetry, Remote
Sensing and Spatial Information Sciences, page 5, 2012.

[92] Inc. The MathWorks. Matlab release 2011a,
http://www.mathworks.com/products/matlab/. Natick, Massachusetts, U.S., 2011.

[93] C. E. Willert and M. Gharib. Digital particle image velocimetry. Experiments in Fluids,
10:181–193, 1991. DOI: 10.1007/bf00190388.

[94] F Scarano. Iterative image deformation methods in PIV. Measurement Science and
Technology, 13:R1–R19, 2001. DOI: 10.1088/0957-0233/13/1/201.

[95] Dana Dabiri. Digital particle image thermometry/velocimetry: a review. Experiments in
Fluids, 46:191–241, 2008. DOI: 10.1007/s00348-008-0590-5.

[96] Andrea Sciacchitano, Bernhard Wieneke, and Fulvio Scarano. PIV uncertainty
quantification by image matching. Measurement Science and Technology, 24(4):045302,
2013. DOI: 10.1088/0957-0233/24/4/045302.

[97] D. J. White, W. A. Take, and M. D. Bolton. Soil deformation measurement using particle
image velocimetry (PIV) and photogrammetry. Géotechnique, 53:619–631, 2003.
DOI: 10.1680/geot.2003.53.7.619.

http://dx.doi.org/10.1007/bf00190388
http://dx.doi.org/10.1088/0957-0233/13/1/201
http://dx.doi.org/10.1007/s00348-008-0590-5
http://dx.doi.org/10.1088/0957-0233/24/4/045302
http://dx.doi.org/10.1680/geot.2003.53.7.619


Appendix A 29

Appendix A

V. Nežerka et al., An integrated experimental-numerical study of the performance of lime-
based mortars in masonry piers under eccentric loading, Construction and Building Materials
114 (2016) 913–924, doi: 10.1016/j.conbuildmat.2016.04.013

Author’s contribution: main idea, design of experiments, preparation of specimens, DIC,
numerical modeling.

http://dx.doi.org/10.1016/j.conbuildmat.2016.04.013


An integrated experimental-numerical study of the performance
of lime-based mortars in masonry piers under eccentric loading
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� Mortars containing metakaolin are stronger than pure-lime or lime-cement ones.
� Mortar strength can be increased by the addition of crushed bricks.
� Hydraulic reactions are promoted by water retained within brick fragments.
� Mortars with metakaolin and crushed bricks produce strong masonry.
� Mortar compressive strength is key parameter influencing the masonry strength.
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a b s t r a c t

The paper focuses on the performance of various lime-based materials, alternative to Portland cement
mortars, intended for application in repairing historic structures when subjected to mechanical loading.
Results of basic material tests indicate that the use of metakaolin as a pozzolanic additive produces
mortars with superior strength and sufficiently low shrinkage. Moreover, mortar strength can be further
enhanced by the addition of crushed brick fragments, which explains the longevity of Roman concretes
rich in pozzolans and aggregates from crushed clay products such as tiles, pottery, or bricks.
An integrated experimental-numerical approach was used to identify key mortar parameters influenc-
ing the load-bearing capacity of masonry piers subjected to a combination of compression and bending.
The simulations indicate increased load-bearing capacities for masonry piers containing metakaolin-rich
mortars with crushed brick fragments, as a result of their superior compressive strength.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Ancient structures embody the culture and stories of people,
who built, used and lived in them. This charm attracts tourists to
the sites with well-preserved cultural heritage, which in turn has
an enormous positive impact on the economy of the region. From
this reason, the conservation and restoration of architectural her-
itage is encouraged in the majority of countries. However, an inap-
propriate intervention can cause a huge harm, and therefore the
authorities established numerous requirements on the procedures
and materials used for the conservation and repairs.

A vast number of ancient structures are made of masonry, being
a traditional construction material that exhibits an extraordinary
durability if an adequate maintenance is provided. Masonry bed

joints are usually the weakest link and the deterioration and dam-
age concentrates there. It has been established that the mortars
used for repairs should be compatible with the original materials;
serious damage to a number of historic masonry structures has
been caused by an extensive use of Portland cement mortar over
the past decades. The intention for its use was to avoid the incon-
veniences connected with the originally used lime-based mortars,
such as slow setting, high shrinkage and low strength [1]. How-
ever, the use of the Portland cement mortars has been reconsidered
for their low plasticity, excessive brittleness and early stiffness
gain [2–5]. Moreover, the relatively high content of soluble salts
that leach over time [4,5,3] can severely damage the original
masonry units because of large crystallization pressures [6,7] and
produce anaesthetic layers on their surface.

The strict regulations with respect to the Portland cement use
led to the exploitation of traditional additives to lime-based mor-
tars, such as volcanic ash, burnt clay shale [8] or increasingly pop-
ular metakaolin [5]. These additives, known as pozzolans, have been
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used since the ancient times in combination with lime to improve a
moisture and free-thaw resistance of mortars [9], to increase their
durability [1,5] and also their mechanical strength [10,11]. The
use of pozzolans is essential not only for bed joint mortar but also
for rendering ones, because pure-lime mortars suffer from enor-
mous shrinkage cracking that has a negative aesthetic impact and
can even cause spalling of the facade surface layers [12].

If there was no natural source of pozzolans available in the
region, ancestors tried to find alternatives. Phoenicians were prob-
ably the first ones to add crushed clay products, such as burnt
bricks, tiles or pieces of pottery, to the mortars in order to increase
their durability and strength. Crushed bricks were often added to
mortars used in load-bearing walls during the Roman Empire
[13] and Romans called the material cocciopesto [14]. Cocciopesto
mortars were then extensively used from the early Hellenistic up
to the Ottoman period in water-retaining structures to protect
the walls from moisture, typically in baths, canals and aqueducts
[15,16]. The brick dust was mainly used for rendering, while large
pebbles up to 25 mm in diameter appeared mainly in masonry
walls, arches and foundations [17]. However, our previous studies
[18–20] revealed that the positive impact of ceramic fragments
should not be attributed to the formation of hydration products
due to limited reactivity, but rather to their compliance which
limits shrinkage-induced cracking among aggregates and ensures
a perfect bond with the surrounding matrix.

The presented study was focused on the investigation of various
mortars commonly used for repairs of cultural heritage and their
structural performance through comprehensive experimental and
numerical analyses. In particular, lime-based mortars with various
additives and aggregates, introduced in Section 2, were used in bed
joints of masonry piers subjected to a combination of quasi-static
compression and bending. The purpose of the experimental analy-
sis, described in Section 3, was to study the failure modes and crack
patterns using Digital Image Correlation (DIC), assess the structural
performance of individual mortars, and verify the proposed mate-
rial model used for the Finite Element (FE) predictions, presented
in Section 4. The FE analysis was consequently utilized in
Section 4.4 to assess the key material parameters influencing the
load-bearing capacity, and to study the failure modes of the
masonry piers containing mortars with variable properties,
subjected to a combination of compression and bending.

2. Materials

Compared to historic limes, today’s commercial ones are very pure, despite the
very benevolent regulating standard EN 459-1 [21] requiring the mass of CaO and
MgO in the commonly used CL-90 lime hydrate higher than 90%. However, the pres-
ence of impurities in historic limes mortars was not always harmful [22], since the
content of silica (SiO2) and alumina (Al2O3) was responsible for their hydraulic
character [23].

The inconveniences connected to the use of modern lime, such as limited binder
strength, slow hardening, enormous shrinkage, and consequent cracking and poor
cohesion between the mortar and surrounding masonry blocks [12] can be over-
come by the use of reactive additives rich in aluminosilicates, such as metakaolin
or Portland cement. While metakaolin has been generally accepted by the restora-
tion community [5,22], the use of Portland cement is on decline and the authorities
for cultural heritage in many countries prohibit its additions to repair mortars
[2,3,7]. According to a few studies, calcium-silicate-hydrates (CSH) and calcium-alu
minum-silicate-hydrates (CASH) are the main hydrated phases formed at the room
temperature after the pozzolanic reaction of metakaolin and Ca(OH)2 [24–26]. The
metakaolin presence in lime-based mortars results in an enhanced strength and
durability [18], while the vapor transport properties are superior to the mortars
containing Portland cement [7].

Beside the addition of pozzolans, shrinkage can be efficiently reduced by
increasing the content of inert aggregates, since the stiff inclusions restrain the
volume changes of the surrounding matrix [12,27], which is more pronounced in
the case of bigger inclusions [28]. However, large stiff pebbles are responsible for
a formation of microcracks [20]. that have a negative impact on the mortar integrity
and reduce the mortar strength and stiffness [1,23,29]. Moreover, the shrinkage-
induced cracking of mortars poor in pozzolans, or containing unsuitable aggregates,
limits their use as renderings because of their poor aesthetic performance [30].

Even though it is generally accepted that the presence of sand aggregates
increases the resistance of mortars against mechanical loading, there is a threshold
beyond which any addition of aggregates makes the mortar weaker due to exces-
sive microcracking and loss of cohesion between the grains and the surrounding
matrix [1]. By experience, the 1:3 binder to aggregate volume ratio has been estab-
lished as the most suitable for repair mortars, providing a reasonable strength,
shrinkage and porosity. Based on the study by Stefanidou and Papayianni [28] it
seems most favorable to use the sand of grain-size ranging between 0 and 4 mm,
resulting in mortars of the highest strength.

Vitrivius, Roman author, architect and engineer, who lived in the first century
BC, recommended in his Ten Books on Architecture to add some portion of crushed
bricks into mortars in order to increase their durability and strength. According
to Silva et al. [31], the amorphous components of brick fragments, mainly repre-
sented by aluminosilicates, are able to react with lime and make the interfacial sur-
face alkaline. The reaction products are supposed to give mortars a hydraulic
character, and fill the voids and discontinuities in the thickness of about 20 lm
from the interface between the crushed brick fragments and the surrounding
matrix [32,33]. However, such processes can take place only if the ceramic clay is
fired at appropriate temperatures between 600 and 900 �C [34], and the mortar is
hardening in a sufficiently wet environment [35] for a considerable amount of time
[32]. Even if the reaction takes place, the reaction-rim thickness is very limited and
does not have any significant impact on the mortar properties, as proven by the
results of nanoindentation of ancient mortar samples in our previous work [19].
More importantly, the relatively compliant crushed brick fragments relieve the
shrinkage-induced stresses and reduce the number of microcracks within the
mortar matrix [36,20].

Beside the positive impact of crushed brick fragments on the mechanical prop-
erties and durability of the cocciopesto mortars, the use of crushed bricks brings
another benefit—the use of waste by-products from ceramic plants leads to a cost
reduction and production of a more sustainable material.

2.1. Prepared and tested mortars

For our study, we used a commonly available white air-slaked lime (CL90) of a
great purity (98.98% of CaO + MgO). The most frequent particle diameter found in
the lime hydrate was equal to 15 lm and its specific surface area, determined by
the gas adsorption, was equal to 16.5 m2/g. The finely ground burnt claystone meta-
kaolin, rich in SiO2 (52.1%) and Al2O3 (43.4%), was chosen as the pozzolanic mate-
rial. Both constituents, lime and metakaolin were produced in the Czech Republic
and the detailed chemical composition is listed in [18]. Portland cement CEM I
42.5 R produced in Radotín, the Czech Republic, was used as an alternative to
metakaolin. The selected Portland cement was rich in CaO (66%), SiO2 (20%),
Al2O3 (4%), Fe2O3 (3%), SO3 (3%) and MgO (2%), as provided by XRF analysis [18].

Beside the investigation of metakaolin and Portland cement additions on the
mechanical properties of lime-based mortars, the study was also focused on the
influence of aggregate composition. River sand of grain size ranging between 0
and 4 mm from Zálezlice was selected based on experience as the most suitable
for the application as the bed joint mortar. The industrially produced crushed brick
fragments of the grain-size 2–5 mm, from a brick plant Bratronice, the Czech
Republic, were chosen based on results of previous studies [37] and experience of
authors acquired by analyses of ancient mortar samples [17,38,32]. The grain size
distribution of the sand and crushed bricks aggregates, obtained by a sieve analysis,
is presented in Fig. 1.

The mass ratio of lime and metakaolin/Portland cement was equal to 7:3 in all
mortars. The amount of water was adjusted so that the fresh mortars fulfilled the
workability slump test in accordance with ČSN EN 1015-3 [39] and the mortar cone
expansion reached 13.5 ± 0.3 cm. Such consistency ensured a sufficient workability
while keeping the water to binder ratio (w/b) as low as possible to avoid shrinkage
cracking. The amount of aggregates was designed based on our experience, previous
studies [1,23,28] and results of micromechanical modeling [20] towards high
strength and acceptable shrinkage. The composition of the tested mortars is sum-
marized in Table 1.

The crushed bricks aggregate retains more water than sand (see the water/ dry
mass ratio records in Table 1). Based on such finding, we conjecture that the
presence of water-retaining crushed bricks can promote the hydraulic reactions
within the binder, and increase mortar strength and stiffness.

3. Experimental testing

The experimental testing consisted of two stages—first the
individual components, i.e. the mortars and masonry units, were
subjected to series of three-point bending and compression tests
in order to acquire the data necessary for the calibration of the
FE model. The second stage involved a full-scale compression test
of masonry piers.
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3.1. Acquisition of basic material parameters

The basic material parameters, describing the mechanical
behavior of mortars and bricks, were obtained from results of
three-point bending and uniaxial compression tests, carried out
according to EN 1015-11 [40]. To that purpose six control
specimens were cast into 160 � 40 � 40 mm prismatic molds,
compacted using shaking table to get rid of excessive air bubbles,
and removed after 48 h. Curing was executed at the temperature
of 20 � 1 �C and relative humidity ranging between 60 and 80%.

Common fired clay bricks with dimensions 290 � 140 � 65 mm,
produced in the brick plant Štěrboholy, the Czech Republic, were
used as the masonry units for the construction of the tested
masonry piers. In order to obtain the basic mechanical parameters,
six 140 � 40 � 40 mm prisms were cut off the bricks and subjected
to the three-point bending and compression tests. The same
procedure was adopted for the mortar specimens.

Beside the bending and uniaxial compression tests, the dynamic
Young’s modulus was assessed by the resonance method on
90-day old samples, and the tensile strength of the interface
between mortars and bricks was evaluated based on series of
pull-out tests carried out in accordance with EN 1015-21 [41].
The tests revealed that the interface was not the weakest link in
the case of all tested mortars, since the failure plane was not
located at the brick boundary, Fig. 2. The satisfactory interface
strength is attributed to the relatively big roughness of the bricks
and suitable workability of the fresh mortars.

3.1.1. Resonance method
The non-destructive resonance method was utilized to assess

the dynamic Young’smodulus, Edyn, of both, mortars and brick. Such

approach was chosen to overcome the inconvenience connected to
the measurement of the static Young’s modulus arising from the
load-dependent compliance of the loading frame or improper
attachment of strain-gauges. According to Malaikah et al. [42] the
ratio between static and dynamic moduli measured on the same
material should be within the range between 0.9 and 1.1.

The dynamic Young’s modulus measurement is based on the
equation for a longitudinal vibration of the beam with a continu-
ously distributed mass and free-free boundary condition, following

Edyn ¼ 4Lmf 2I
bt

; ð1Þ

where L is the length of the specimen [m], m is the mass of the
specimen [kg], f I is the fundamental longitudinal resonant
frequency of the specimen [Hz], b is the width [m] and t is the thick-
ness of the specimen [m]. For detailed information on the procedure
of the dynamic Young’s modulus assessment the reader is referred
e.g. to [43].

The obtained values of the dynamic Young’s modulus were used
for re-scaling the displacements provided by the gauge attached to
the loading frame, when evaluating the load-displacement
diagrams provided by the three-point bending and uniaxial
compression tests.

3.1.2. Three-point bending
The displacement-controlled three-point bending tests were

performed on unnotched 160 � 40 � 40 mm simply supported
beams with distance between supports equal to 100 mm in order
to obtain the tensile failure-related material parameters. The load-
ing was introduced in the midspan at the rate of 0.025 mm/min in
order to capture the descending part of the load-displacement
diagram and monitored using MTS Alliance RT 30 kN load cell.

3.1.3. Uniaxial compression
The uniaxial compression test was carried out on cubic

40 � 40 � 40 mm specimens, cut off the halves of the cracked
beams from the three-point bending test, using the same device
as for the three-point bending. A uniform contact and force distri-
bution was accomplished by loading the flat lateral sides, being in
contact with mold during preparation of the specimens. The load-
ing was displacement-controlled at the rate of 0.3 mm/min.

3.2. Testing of masonry piers

The geometry of the tested masonry piers of a square cross-
section is described in the scheme provided in Fig. 3. The piers
were subjected to a displacement controlled quasi-static compres-
sion with an eccentricity to introduce a combination of bending
and compression. The geometry, loading, boundary conditions,
and material of the masonry blocks (clay bricks) were the same
for all tested piers, because the study was focused on the influence
of the bed joint mortar. The bed joint thickness was equal to
15 mm, while the vertical joints were 10 mm thick, and the bricks
were arranged in five layers to make a proper bond.
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Fig. 1. Grading curves of sand and crushed brick aggregates.

Table 1
Mass ratios of constituents in the tested mortars and their shrinkage after 90 days of hardening; PC and CB abbreviations stand for Portland cement and crushed bricks,
respectively.

Mix Binder Aggregate Water/dry mass 90-Days

Lime PC Metakaolin Sand CB (water/ binder) shrinkage (%)

LC-S 0.7 0.3 – 3 – 0.175 (0.704) 0.71
LMK-S 0.7 – 0.3 3 – 0.180 (0.714) 0.83
LMK-SCB 0.7 – 0.3 1 1.5 0.250 (0.875) 0.64
L-SCB 1.0 – 0.3 1 1.5 0.320 (0.940) 1.10
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The loading of the piers was accomplished using a steel loading
frame with a hydraulic actuator of 1 MN loading capacity. The steel
slabs ensured a uniform distribution of stresses from the loading
and a joint assembly allowed a rotation of the pier ends in all
directions. The test was displacement-controlled with a loading
rate of 1 mm/min in order to capture the descending part of the
force-displacement diagram after the loss of pier integrity.

3.3. DIC

Extensometers and strain-gauges, conventionally used to mea-
sure displacements and deformation at pre-determined locations,
cannot provide information about strain localization phenomena,
such as cracking. The full-field DIC measurement allows to track
the strain-field over the region of interest and capture the damage
initiation and its progression until the complete loss of structural
integrity. This non-contact method was first mentioned in papers
by Yamaguchi [44], followed by Peters and Ranson [45], and their
pioneering work established the basic principles.

DIC is based on tracking the in-plane deformation and displace-
ment of a surface texture or a stochastic pattern applied artificially
on a sample, Fig. 4). A subset of gray-scale pixels in the reference
image (representing an initial state) is matched to a subset with
the best correlation within the deformed surface and its displace-
ment and deformation are consequently evaluated. Using DIC,
the deformation is not averaged over the strain-gauge length,
because the averaging of strains depends purely on the camera

resolution. Moreover, the technique is not limited to the measure-
ment of small strains and the surface can be relatively rough as in
the case of masonry, where strain gauges usually fail. The studies
focused on the evaluation of errors in the field of displacements
and deformations obtained by DIC, e.g. [46,47], demonstrate a rel-
atively good accuracy of the method compared to conventional
measurement techniques. A portion of the data can be lost if a spal-
ling of the surface layer occurs, which easily happens in the case of
quasi-brittle materials subjected to extreme loading, limiting the
analysis of the post-peak behavior.

The optical monitoring of masonry piers was accomplished
using high-definition Canon 70D camera taking pictures at 5-s time
intervals, set equally for all tested piers, to yield on average 210
images documenting the deformation of a single pier until its com-
plete failure. The light sensitivity ISO parameter was manually set
to 100, since a powerful artificial lighting was available, Fig. 5. The
perfect illumination allowed the short exposure time (1/125 s) and
the low aperture number set to f/8, which was kept constant for all
images in the series. In order to minimize the effect of lens distor-
tion [48], the distance between the camera and the observed sur-
face was approximately 1 m, and the focal length (zoom) was set
to 55 mm. The resulting DIC real scale resolution equal to

Fig. 2. Interface strength pull-out testing: experiment set-up (left) and the failure plane located within the mortar layer (right).
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Fig. 3. Loading of the tested piers and placement of virtual extensometers.

Fig. 4. Black and white stochastic pattern applied onto the pier surface for the
purposes of DIC; the main scale units represent centimeters.
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0.202 mm/pixel was computationally feasible while preserving the
required precision.

The displacement and strain fields were evaluated using an
open source DIC software Ncorr [49], and post-processing of the
results was accomplished using Ncorr_post tool [50,51], both oper-
ating in MATLAB environment. The DIC results were used for the
validation of the numerical model introduced next in Section 4
and for capturing the strain localization. Fig. 6 clearly demon-
strates the difference between strain localization in bed joints in
the case of a compliant (L-SCB) and a stiff mortar (LMK-SCB).

4. Numerical simulations

The traditional design of masonry structures, based on rules-of-
thumb, has been replaced by the numerical approach to address
their complex failure mechanisms [52]. Our FE simulations were
employed to find the optimum properties of the bed-joint mortars
to be used in masonry piers subjected to a combination of
compression and bending, which represents a typical loading of
masonry walls, columns, and vaults. Mortar shrinkage was
neglected in the numerical simulations. The verification process
was accomplished by comparing the numerical predictions with
the experimentally obtained data; DIC allowed to compare the
predicted and observed failure modes, and easily construct the
force-displacement diagrams.

In order to provide reliable predictions, the FE model must be
supplied with a proper constitutive model. Based on experimental
observations of masonry failure modes, damage-plastic models
seem to provide the best description of both components, bricks
and mortar. In the studies byWawrzynek and Cincio [53] and Zhou
et al. [54] the isotropic damage-plastic models were able to accu-
rately describe the response of masonry to mechanical loading
even in non-linear domain after plasticity and cracking took place.

In our simulations we used 15 k (uniaxial compression test
specimen), 30 k (three-point bending test specimen), and 80 k
(masonry pier) linear tetrahedral elements and employed a

phenomenological damage-plastic constitutive model proposed
by Jirásek and Grassl [55], implemented in the open-source FE
package OOFEM [56]. The model was developed for the predictions
of concrete failure subjected to general triaxial stress, and verified
through a comprehensive experimental analysis.

The mesh generation was accomplished using Salome open-
source generic platform and the post-processing of results and
plotting the force-displacement diagrams was done using MATLAB
scripts, while the graphical output was prepared in Paraview
software.

4.1. Material model

The material model [55] chosen to represent all components of
the investigated masonry piers, i.e. studied mortars and bricks,
considers the stress-strain law in the form of

r ¼ ð1�xÞDe : ðe� epÞ; ð2Þ
where r is the stress tensor, x is a scalar damage parameter (dam-
age is assumed to be isotropic) and De is the elastic stiffness tensor.
In contrast to pure damage models the damage evolution is not dri-
ven by the total strain, e, but it is linked to the evolution of elastic
strain, e� ep. The plastic part of the model formulation consists of
a three-invariant yield condition, non-associated flow rule and a
pressure-dependent hardening law. The mesh-independent
response in the post-peak regime was achieved by the crack band
approach [57,58].

4.2. Identification of material model parameters

The independent material model parameters to represent indi-
vidual mortars and clay bricks were adjusted through an inverse
analysis by reproducing the experimentally obtained data. First,
the Young’s modulus, E, and parameters to influence the flexural
strength (tensile strength, f t, and fracture energy, Gf ) were
adjusted to reproduce the results of the three-point bending tests,
Fig. 7.

The material model parameters to characterize the response to
compression (compressive strength, f c, softening and hardening
parameters, Asoft and Ahard—see [55] for details) were calibrated
by fitting the results from uniaxial compression tests. The Poisson’s
ratio was selected based on a literature study [59–61] as 0.2 to rep-
resent both, mortars and bricks. The influence of Poisson’s ratio, m,
representing individual components was also analyzed to confirm
its negligible impact on results when considered within reasonable
bounds between 0.1 and 0.3, as reported in literature, e.g. [62,63].

Even though the nature of the chosen material model did not
allow to accurately reproduce the entire experimentally obtained
load-displacement path, the results are, with respect to the large
scatter of the experimental data (indicated by the shaded area in
Figs. 8–10), considered satisfactory. The summary of the material
model input parameters to represent individual mortars and bricks
are summarized in Table 2.

4.3. Numerical simulations of masonry pier failure

The geometry of the 3D FEmodel was following the geometry of
the experimentally tested masonry piers, as described in Fig. 3; the
FE mesh is presented in Fig. 11. The interface between bricks and
surrounding mortar was not explicitly defined and modeled using
interface elements, because the interface was not the weakest link
in tension, recall Section 3.1.

In order to define the loading of the piers and boundary
conditions in a realistic way, the model also consisted, beside the
auxiliary steel slabs, of the cylindrical load cell, both modeled as

Fig. 5. Tested masonry pier subjected to the combination of compression and
bending, introduced via eccentric loading and supporting.
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an isotropic elastic continuum. The loading was accomplished by
an incremental displacement imposed to a single node at the crest
of the steel cylinder in order to allow rotations around all axes. The
load-step increments were adjusted for each loading stage individ-
ually in order to reach convergence for a minimum computational
cost.

The FE model was at first validated by comparing the predicted
and measured load-displacement diagrams, as presented in Fig. 12.

Both, the reactions in a load cell and the displacements obtained
from DIC by placing virtual extensometers at the top and bottom
of the tested piers, were in a good agreement with the numerically
obtained predictions, Fig. 3. The agreement between the predicted
cracking patterns (reflected in the field of damage distribution) and
the observed development of cracks (visualized as a map of
maximum principal strains obtained from DIC) is not perfect for
all tested piers. However, considering the non-homogeneous

Fig. 6. Direction and relative magnitude of principal strains on the surface of masonry piers: stiff LMK-SCB mortar joints (left) and compliant L-SCB joints (right); red and blue
arrows indicate principal tension and compression, respectively, and the dashed line represents the outlines of bricks and mortar. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. FE model of specimens for three-point bending (left) and uniaxial compression (right) tests.
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Fig. 8. Fit of the material model input parameters representing bricks to reproduce the results of three-point bending (left) and uniaxial compression (right) tests.

918 V. Nežerka et al. / Construction and Building Materials 114 (2016) 913–924



microstructure of the tested materials, the FE analysis results cab
be considered satisfactory.

In the case of piers with lime-cement mortar LC-S (Fig. 13a), the
model correctly predicted the formation of multiple cracks at the
compressed side of the tested piers and the formation of two major
cracks at the opposite side due to tensile stresses from the pier
bending. The DIC results in the case of lime-metakaolin mortar
LMK-S (Fig. 13b) were influenced by a spalling of pier surface at
the bottom, but the major crack formation in the middle of the
tested pier can be identified in both, model predictions and DIC
results. On the other hand, the formation of the major splitting
crack in the case of mortar LMK-SCB (Fig. 13c), containing

metakaolin and crushed bricks, was perfectly predicted by the FE
simulation, as well as the distributed cracking at the compressed
pier edge in the case of the weak mortar L-SCB (Fig. 13d).

In conclusion, the strategy to model the masonry units and
mortar separately allowed us to capture the failure mode quite
realistically (see Fig. 13)1, enabling to study the relationship
between the mechanical resistance of the masonry piers and bed-
joint mortar properties.

4.4. Influence of mortar properties on mechanical resistance of
masonry piers

The aim of the presented study was to show the relationship
between the individual mortar material parameters and the load-
bearing capacity of masonry piers having the same configuration
of geometry and loading conditions as described in Sections 3
and 4.3. The lime-metakaolin mortar without crushed bricks
(LMK-S) was chosen as the reference material, for which a single
material parameter was changed at a time to assess its impact on
the load-bearing capacity of the masonry pier.
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Fig. 9. Fit of the material model input parameters representing the individual tested mortars to reproduce the results of three-point bending tests.
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Table 2
Key material input properties of bricks and the tested mortars; E; m; f c; f t and Gf

denote the Young’s modulus, Poisson’s ratio, compressive strength, tensile strength
and fracture energy, respectively.

Material E m f c f t Gf

[GPa] [�] [MPa] [MPa] [J/m2]

bricks 14.0 0.20 30.0 2.70 30.0
LC-S 7.10 0.20 4.80 0.55 3.20
LMK-S 7.40 0.20 11.3 1.53 13.5
LMK-SCB 10.0 0.20 14.7 1.92 26.0
L-SCB 2.45 0.20 1.30 0.26 1.55

1 Scales cannot be included since the DIC outputs are provided in the form of
maximum principal strain which is dependent in the case of localized cracks on the
choice of subset radius, spacing and strain averaging radius, set during the DIC
analysis.
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Such analysis clearly indicated what the key material parame-
ters were, and how to optimize the mortar composition towards
a higher mechanical resistance of masonry structures. Similar
approach was adopted e.g. by Sandoval and Roca [63], who studied
the influence of geometry and material properties of individual
constituents on the buckling behavior of masonry walls.

4.4.1. Influence of mortar stiffness
The plot in Fig. 14 clearly demonstrates that the value of the

mortar Young’s modulus has just a minor impact on the load-
bearing capacity of the studied masonry pier, and that there is no
abrupt change when the mortar stiffness becomes superior to the
stiffness of masonry units. However, the failure mode changes
quite significantly. The use of a compliant mortar results in a
multiple cracking of bricks at the more loaded side due to poor
supporting, while a major crack passing through the entire column
in the middle forms if the bed joints are stiff, see Fig. 15.

It could seem advantageous to use mortars lacking pozzolanic
additives because of their lower stiffness, in order to produce
masonry of a higher deformation capacity within the elastic range.
Such masonry would in theory better resist seismic loading or
imposed displacements, e.g. due to differential subsoil settlement.
However, the compliant pure-lime mortars without additives
promoting the hydraulic reactions are weak and suffer from an
increased shrinkage cracking [18].

4.4.2. Influence of mortar tensile strength
The tensile strength and fracture energy had to be modified

carefully at the same time in order to avoid snap-back in the
stress-strain diagram, and to preserve the same post-peak ductility
for all investigated mortars. In particular, these were 1.19, 5.95,
11.90, 23.80, 29.75 and 32.13 J/m2 for the investigated tensile
strengths 0.1, 0.5, 1.0, 2.0, 2.5 and 2.7 MPa, respectively.

Given the studied masonry pier and the boundary conditions,
the tensile strength appears to have just a minor effect if it is lower
than the strength of masonry units (bricks), see Fig. 16. The reduc-
tion of the masonry pier load-bearing capacity is very small and it
can be attributed to early-stage cracking of mortar and favorable
redistribution of stresses, since the cracked mortar becomes more
compliant. On the other hand, the mortars of higher strength in
tension act as a confinement of the units and the masonry rein-
forcement. Since common lime- or cement-based mortars hardly
attain the tensile strength superior to the strength of masonry
units, the bed joint strengthening is accomplished e.g. by means
of embedded steel rods [64].

According to our numerical simulations, the confinement
imposed by the strong mortars resulted in the cracking of the
bricks and eventually the formation of the wedge-like failure as
opposed to the vertical splitting of the pier containing a very weak
mortar as indicated in Fig. 17.

4.4.3. Influence of mortar compressive strength
The bed-joint mortar compressive strength appears to be the

crucial parameter with respect to the load-bearing capacity of
masonry subjected to a combination of compression and bending.
Mortars of a low compressive strength suffer an irreversible defor-
mation at relatively low levels of external load, and masonry units
are consequently subjected to uneven distribution of stresses due
to imperfect supporting and excessive deformation of the bed
joints.

Fig. 11. FE mesh of the investigated masonry piers.
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In the case of the modeled masonry piers, the early crushing of
the weak bed-joint mortar resulted in cracking of bricks at the
more loaded pier periphery, Fig. 19. This phenomenon limited
the load-bearing capacity of the tested pier rather significantly,

especially in the case of very poor mortars (f ðmÞ
c < 10 MPa), see

Fig. 18. The bed joints containing mortars of a high compressive
strength did not suffer the inelastic deformation before the major
splitting vertical crack appeared due to transversal expansion,
resulting in a high load-bearing capacity. Therefore, the mortars

(a) LC-S mortar (b) LMK-S mortar

(c) LMK-SCB mortar (d) L-SCB mortar

Fig. 13. Field of maximum principal strain obtained by DIC (left within the couples) and FE model damage predictions (right) on the face of the tested piers after reaching the
peak load. The images provide a qualitative comparison between the predicted cracking patterns and experimental observations using DIC; the red areas represent the
localized cracks.
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Fig. 14. Dependence of the masonry pier maximum load-bearing capacity on
mortar stiffness; black line represents the brick Young’s modulus EðbÞ = 14 GPa.

Fig. 15. Crack patterns on masonry piers containing compliant (EðmÞ = 2 GPa, left)
and stiff (EðmÞ = 20 GPa, right) mortar.
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with superior compressive strength should be used especially if a
bed joint reinforcement is introduced so that the high strength
can be efficiently exploited.

5. Discussion of results

The eccentrically compressed masonry pier was selected as a
model example to address both, behavior in compression, being
the most frequent loading of masonry elements, and tension,
which is considered critical for masonry. The performance of the
conventionally used lime-cement mortar was compared with mor-
tars containing the pozzolanic alternative—metakaolin. To reach
even better performance, crushed brick fragments were also used
to replace a portion of stiff river sand. Such approach was adopted
based on findings from the previous studies, e.g. [18,36,37],
claiming that mortars containing active pozzolans and relatively
compliant crushed brick fragments exhibit a superior strength.

Series of compression and three-point bending tests were
carried out primarily in order to obtain the input parameters
characterizing individual materials in the FE model. The results

of the basic material tests conclusively indicate that the addition
of metakaolin provides the lime-based mortars with significantly
higher strength than the addition of Portland cement. On the other
hand, the pure-lime mortars lacking any additives appeared to be
very poor. These findings are in agreement with several studies;
e.g. by Vejmelková et al. [22] claiming that by replacing 20% of lime
with metakaolin the mortar compressive strength can increase up
to five times and the flexural strength up to three times, which is in
agreement with the study by Velosa et al. [5].

The partial replacement of sand grains by crushed brick frag-
ments further improved the mechanical performance of the mor-
tars, justifying their extensive use in ancient times [13,16,17].
The higher strength is attributed to a reduction of shrinkage-
induced cracking due to presence of the compliant brick fragments.
This in turn leads to a better mortar integrity as suggested by
Nežerka et al. [19,18], and lower stress concentrations in the
vicinity of aggregates, as studied in detail in [20].

The superior strength of the metakaolin-enriched mortars was
also reflected by the increased load-bearing capacity of the tested
piers, in particular from 360 kN and 600 kN, reached in the case of
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Fig. 16. Dependence of the masonry pier maximum load-bearing capacity on
mortar tensile strength; black line represents the brick tensile strength
f ðbÞt = 2.7 MPa.

Fig. 17. Crack patterns on masonry piers containing weak (f t = 0.1 MPa, left) and
strong (f t = 3.2 MPa, right) mortar in tension.
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Fig. 18. Dependence of the masonry pier maximum load-bearing capacity on
mortar compressive strength; black line represents the brick compressive strength
f ðbÞc = 30 MPa.

Fig. 19. Crack patterns on masonry piers containing weak (f c = 3 MPa, left) and
strong (f c = 33 MPa, right) mortar in compression.
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pure-lime (L-SCB) and lime-cement mortar (LC-S), respectively, up
to 800 kN when 30% of the binder was replaced by metakaolin
(LMK-S). Moreover, the load-bearing capacity was further
increased with the use of mortar containing crushed bricks
(LMK-SCB), reaching up to 915 kN. This strength enhancement
can explain the resistance and longevity of numerous ancient
masonry structures containing cocciopesto [32,65]. The extraordi-
nary strength of the LMK-SCB mortar together with the good
adhesion between the mortar and bricks should also result in an
increased seismic resistance, as suggested by Costa et al. [66].

Knowing the basic material parameters, the damage-plastic
material model used for the 3D FE simulations allowed to repro-
duce the experimental results with a relatively high accuracy,
despite the complex composite action taking place in masonry.
Even the simplest case of uniaxial compression leads to a triaxial
compression in mortar, while introducing a uniaxial compression
and biaxial tension in usually stiffer masonry units. Such scenario
usually leads to the formation of vertical splitting cracks leading to
a complete failure [67].

The chosen strategy to model the bricks and mortars as two
distinct materials allowed to investigate the relationship between
the individual material parameters and structural behavior of the
masonry pier. Our findings that the mortar compressive strength
has the biggest impact on the load-bearing capacity is in contradic-
tion with the conclusions of Gumaste et al. [68] and Pavía and
Hanley [69]. They claim that mortar compressive strength has just
a minor impact on the behavior of masonry subjected to uniaxial
compression. This discrepancy can be probably attributed to a
different experimental set-up, in particular to the eccentricity of
loading introduced in our study. The eccentric loading was respon-
sible for a significant deformation of the bed joints, leading to a
non-linear response at relatively early loading-stage.

The assumption that the difference between the Young’s
modulus of bricks and mortar is the precursor of the compression
failure [70] was not confirmed, and the load-bearing capacity of
the masonry piers was almost independent of mortar stiffness.

6. Conclusions

The chosen strategy to combine the comprehensive experimen-
tal analysis together with the numerical modeling revealed new
findings to be considered during the design of bed joint mortars.
Even though the study was focused purely on the lime-based
mortars, because these are accepted by the authorities for cultural
heritage, our findings can also help with the design of mortars and
masonry based on modern materials.

The results of the basic material tests demonstrate the superior
strength of mortars containing metakaolin, when compared to a
pure-lime or lime-cement ones. The mortar strength was further
increased by the addition of crushed bricks, which is attributed
to the reduction of microcracking due to shrinkage around the rel-
atively compliant ceramic fragments. It can be also conjectured
that the hydraulic reaction in mortars containing metakaolin was
promoted by the presence of water retained within the crushed
brick fragments.

The enhanced strength of the metakaolin-rich mortars, and
especially those containing crushed bricks, was reflected in the sig-
nificantly increased load-bearing capacity of masonry piers loaded
by the combination of compression and bending. This can explain
the extraordinary resistance and durability of ancient masonry
structures with cocciopesto mortars. Moreover, the utilization of
the waste by-products from ceramic plants makes the material
sustainable for a relatively low cost, since the fragments partially
replace binder, being the most expensive mortar component.

Based on experimental observations the damage-plastic
material model seemed to be the most appropriate to describe

the constitutive behavior of mortars and bricks in the FE model.
The chosen strategy to model the mortars and bricks as distinct
materials allowed the relatively accurate reproduction of the
experimentally obtained data in terms of the predicted crack pat-
terns and load-displacement diagrams. Results of the numerical
simulations and DIC analysis clearly demonstrate that the mortar
properties have an enormous impact on the load-bearing capacity
of masonry, strain localization, and the formation of cracks.

The numerical analysis, based on the FE model verified through
the comprehensive experimental analysis, revealed that mortar
compressive strength is the key material parameter with respect
to the load-bearing capacity of the piers subjected to the combina-
tion of bending and compression. Considering the studied geometry
and boundary conditions, tensile strength andmortar Young’smod-
ulus influence the pier behavior and modes of failure, however, do
not have any significant impact on the load-bearing capacity.
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� Recycled concrete fines (RCF) can mitigate shrinkage cracking between aggregates.
� High amounts of RCF (40
� Addition of fly ash to pastes containing RCF increased resistance to microcracking.
� High cracking resistance of pastes with RCF is attributed to enhanced fracture energy.
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a b s t r a c t

Recent studies on utilization of recycled concrete have demonstrated that usually discarded finest frac-
tions can be incorporated into cementitious composites without scarifying their structural performance.
It has been shown that these fines can increase the resistance of a cementitious matrix to tensile stresses
and reduce shrinkage, and that these effects can be boosted by addition of mineral admixtures. Such find-
ings led us to a consideration that incorporating recycled concrete fines into a concrete mix could possi-
bly mitigate aggregate-induced shrinkage cracking. Here, this hypothesis was put under scrutiny in a
comprehensive experimental-numerical study, confirming that blending Portland cement with recycled
concrete fines can mitigate inclusion-induced shrinkage cracking, especially when combined with fly ash.
The results of coupled hygro-mechanical modeling indicate that incorporating recycled concrete fines
leads not only to a decrease of shrinkage but also increases fracture energy and thus has a major impact
on the reduction of micro-cracks between inclusions.

� 2020 Elsevier Ltd. All rights reserved.

1. Introduction

The worldwide effort to reduce waste production has led to the
development of building materials derived from construction and
demolition (C&D) waste. Given the large amount of C&Dwaste pro-
duced annually, its recycling has an enormous environmental
impact. This fact has led to legislation changes, e.g., a directive
adopted by the European Parliament [1,2] targeting reuse and
recycling of significant portions of C&D waste.

The recycling of old concrete involves uncomplicated and well-
established techniques such as crushing, grinding, and sieving. Due
to a relatively cheap extraction of aggregate from crushed concrete
and the high costs of landfilling, reprocessing sites can produce
commercially competitive materials. Even though the use of
recycled aggregate from old concrete has become common practice

[3–7], high amounts of fine fractions (a residual material of a frac-
tion 0/16 mm after separating rebars and large aggregates) that
constitute about 15–50% of crushed concrete weight [8,9] pose a
burden on the environment. Not only that the use of recycled con-
crete fines (RCF) rich in stripped mortar has not been established in
the construction industry, it is even forbidden in some cases
[10,11]. The generally accepted misconceptions about RCF have
been corrected in recent years by findings indicating that incorpo-
ration of RCF into concrete can have beneficial effects [12–17].

In our previous studies of RCF and their performance in cemen-
titious pastes, we reached the following conclusions: (i) residual
anhydrous clinker is present in RCF and can be recovered by grind-
ing [18], (ii) replacing Portland cement (PC) with RCF in pastes
leads to enhanced resistance to tensile stresses [19], (iii) perfor-
mance of pastes blended with RCF can be improved with an addi-
tion of mineral admixtures such as fly ash (FA) or blast furnace slag
(BFS) [19]. Based on these findings, we conjectured that suitable
amounts of RCF and mineral admixtures in a cementitous matrix
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could mitigate shrinkage cracking around stiff aggregate inclu-
sions. These inclusions restrain contractive volumetric changes of
the matrix, i.e. shrinkage, [20–23] and reduce it by up to an order
of magnitude [24–26], but in turn also produce tensile stresses in
the matrix [27,21].

The presence of shrinkage cracks in cementitious composites at
the micro-level affects their strength and stiffness [28–31,27].
Moreover, the network of cracks allows access to harmful sub-
stances that can reduce concrete durability [32–34]. In this exper-
imental–numerical study, we investigate the possibility of
mitigating inclusion-induced shrinkage cracking in cementitious
pastes by incorporating RCF blended with fly ash or blast furnace
slag. Digital image correlation (DIC) was employed to assess the
development of cracking within planar samples having a determin-
istic geometry, while a 2D coupled hygro-mechanical finite ele-
ment (FE) model allowed us to identify and evaluate crucial
parameters with respect to shrinkage cracking at early stages of
hydration.

2. Materials and samples

2.1. Input materials

The studied materials were selected based on the outcomes of
our previous studies [19,18]. RCF powder was blended with ordi-
nary PC CEM I/42.5R (EN 197-1:2001 [35]) in 20 and 40% wt. con-
centrations. The RCF material was prepared from a recycled
railway sleeper using hydraulic crushers, followed by separators
for extraction of aggregate particles over 16 mm in diameter, and
a high-speed Lavaris SKD 600 electric mill (2�30 kW) for grinding
the stripped mortar and small aggregates to a 0–1 mm fraction.
The sleeper had originally been manufactured from high-quality
concrete of class C 45/55-XF1 [36] and subjected to weathering
in a railway track for 45 years. To support cement hydration, FA
and BFS were added to mixtures containing 40% wt. RCF. FA was
originally produced by a Mělník coal-fired power plant and fine
fractions of BFS were selected from depots in a heap near the for-
mer Poldi Kladno ironworks, Czech Republic.

Chemical composition of all materials was determined by X-ray
fluorescence spectroscopy (XRF) using a SPECTRO XEPOS spec-
trometer equipped with a 50 W/60 kV X-ray tube. The XRF results
are summarized in Table 1. The contents of CaO and SiO2 indicate
that PC was rich in C3S and contained a lower amount of C2S. The
RCF sample was rich in SiO2 and Al2O3, indicating the presence of
sand and aggregate residues, while Fe2O3 was introduced during
grinding due to wear of blades in the mill. The high content of
amorphous SiO2 in FA was provided by glassy components that
can be chemically activated in an alkaline environment [37], as
well as Al2O3 contained in BFS.

Particle size distribution curves were determined using a
Fritsch Analyssete 22 Micro Tec Plus laser diffraction particle size
analyzer. The curves provided in Fig. 1 show that the distributions
of PC and BFS were similar, while the distribution of FA particles
was shifted towards smaller diameters and the RCF particles were
larger. Specific surfaces of input materials, equal to 380, 265, 242,
and 452 m2/kg for PC, RCF, FA, and BFS, respectively, were deter-
mined by employing the Blaine method (using a Matest E009
device). The same device was used for measuring bulk densities,
equal to 3105, 2575, 2852, and 2989 kg/m3 for these materials in
the same order.

2.2. Mixtures and specimens

PC was blended with RCF and FA or BFS to produce pastes spec-
ified in Table 2. Mixing was accomplished using an electric blender
for 5 min at 100 rotations per minute, and 5 min at the same speed
after adding water. Water-to-binder weight ratio (w=b) was kept
constant for all pastes, w=b = 0.32. Results of a flow test, defined
in EN 12350–2 [38], indicate improvement of workability with
the addition of RCF and FA or BFS. Such an improvement can be
attributed to a higher packing density of relatively large RCF (when
compared to smaller PC grains) and a low absorption [39] of this
nearly inert material (4.96�0.73% when measured on fragments
before grinding), but also to the shape of particles [18] and their
chemical composition [40–42].

The pastes were cast into custom-made 66�100�10 mm molds
shown in Fig. 2. Five stiff aluminum cylindrical inclusions having
12 mm in diameter were deterministically distributed along the

Table 1
Most important oxides identified in PC, RCF, FA, and BFS, and loss on ignition (LOI) provided by XRF.

Component PC RCF FA BFS

wt% (�0.5%)

CaO 65.5 21.1 1.71 38.0
SiO2 20.1 40.5 55.7 24.1
Al2O3 4.40 11.8 30.0 11.3
Fe2O3 2.50 4.10 1.12 4.33
SO3 3.00 1.22 1.10 4.46
MgO 1.51 2.30 0.81 5.09
Na2O 0.12 1.51 0.00 2.01
K2O 0.75 1.83 0.00 0.95
other 0.21 0.83 1.09 2.52
LOI 1.91 14.8 8.53 7.33

Fig. 1. Particle size distribution curves for all input materials used in this study.
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mold axis. An 8 mm notch was formed using two polyethylene
terephthalate (PET) plates before the first inclusion to preordain
a course of cracks that were supposed to form sequentially
between the inclusions. The gaps between inclusions increased
from 2 to 8 mm—the smaller the gaps the larger the tensile stresses
due to shrinkage constrained by inclusions [21,31,27]. The inclu-
sions were much stiffer than pastes and also inert, because of their
polypropylene (PP) covers.

A second set of specimens having the same dimensions was
prepared for the measurement of weight loss. Prismatic
40�40�160 mm specimens were cast for assessment of Young’s
moduli and demoled after 24 h. All the specimens were stored in
a laboratory at 21�0.5�C and relative humidity 31�1%. This envi-
ronment was chosen to provide a suitable difference in the chem-
ical potential of kneading water and the vapor in the air [43].
Displacement and deformation fields were continuously moni-
tored at the surface of specimens containing inclusions using a
DSLR camera. During the first 5 h after casting, the pastes were
sealed to avoid premature drying. Such curing minimized forma-
tion of cracks due to non-uniform drying at initial setting [44,45].

After 3 months of hardening, the pastes were investigated by
microscopy and subjected to an assessment of porosity (Table 3),
carried out according to EN 480–11 [46] using a RapidAir 457 sys-
tem. The increase in porosity with the addition of RCF, FA, and BFS
can be attributed to their higher w=c ratios [47–49].

3. Experimental methods

The experimental agenda was aimed at the assessment of stiff-
ness development of the studied pastes, to record weight loss dur-
ing their hardening and to monitor cracking between inclusions.
The weight of specimens was measured using Adventurer Pro
AV4101CDM laboratory scales Ohaus Corporation, USA. Digital
image correlation (DIC) [50,51] was employed to calculate dis-
placement fields at the surface of monitored specimens. These data
were used for calibration of the material model in FE analysis.
Because the selected material model has not been developed for
predicting the behavior at an initial setting (the first 5 h), and
the data would be biased by evaporation of bleed water from the
surface of specimens after removal of the sealing foil (following
12 h), experimental measurements from the first 17 h period were
disregarded in the modeling.

3.1. Stiffness assessment

The Young’s modulus was determined non-destructively using
a resonance method according to the ASTMD3497 standard [52].
The method is based on measuring longitudinal vibration of pris-
matic specimens and proved to be suitable for monitoring of stiff-
ness development even at early stages of hardening [53].

3.2. DIC

The analyzed images were taken in 30-min intervals by a Canon
EOS 70D camera in uncompressed format (.raw), yielding a resolu-
tion of 9 px/mm. The effect of lens distortion was minimized by

Table 2
Compositions of the prepared mixes (amount of individual components expressed in wt.%).

Mixture PC RCF FA BFS w=b Flow test [mm]

C 100% 0% 0% 0% 0.32 184
CR20 80% 20% 0% 0% 0.32 199
CR40 60% 40% 0% 0% 0.32 243

CR40A10 50% 40% 10% 0% 0.32 239
CR40S10 50% 40% 0% 10% 0.32 241
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Fig. 2. Geometry of molds containing hollow metalic cylindrical inclusions (wall thickness 0.8 mm); couples of points #a–#b that formed virtual extensometers used in DIC
analysis and their positions marked in red.

Table 3
Porosity of studied pastes; mean values and standard deviations of six measurements.

C CR20 CR40 CR40A10 CR40S10

20.35 ± 0.32 21.30 ± 0.14 22.11 ± 0.31 26.21 ± 0.40 27.38 ± 0.37
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setting the focal length to 55 mm and placement of the camera
2.5 m from the specimens. The displacement and deformation
fields were evaluated using a non-commercial open-source soft-
ware, Ncorr [54], and postprocessing of the calculated data was
accomplished using an in–house software, Ncorr_post [55]. The
latter tool allowed for visualization of principal strain concentra-
tions that indicated crack formations and placement of virtual
extensometers marked in Fig. 2. The results were validated using
RTCorr software utilizing different algorithms based on sub-pixel
image registration [56,57].

3.2.1. Microscopy
Microscopy observations were accomplished using a Zeiss Axio

Zoom.V16 microscope with focus on crack widths between inclu-
sions at the bottom of observed specimens. The specimens were
embedded in epoxy resin and sequentially polished in an
alcohol-based solution using a Struers Tegramin grinding plate
with 1200 grain/cm2 grit under 5 N compression. The measure-
ment of crack widths (Fig. 3) was conducted using Zeiss AxioVision
software on all specimens except CR40S10, which did not withstand
stresses during polishing and lost its integrity.

4. FE modeling

All numerical simulations were carried out using the OOFEM
open-source FE package [58,59]. The analyses were run in a one-
way coupled staggered scheme with the moisture transport prob-
lem followed by humidity-dependent structural analysis.

The objective of modeling was to identify optimum values of
material parameters for the hardened cementitious pastes (HCPs)
subjected to drying. This was accomplished via inverse analysis
requiring repeated simulations with different combinations of
material parameters for every type of mixture. To reduce the com-
putational cost associated with this approach, the problem had to
be simplified and analyzed under an assumption of plane stress
conditions, despite the three-dimensional nature of the problem.

The modeling of restrained shrinkage-induced has been
approached using a similar strategy in a recent study by the author
[60], but the specimens modeled there were only 2 mm thick and
dried symmetrically [22]. In this study, the specimens were 10 mm
thick and drying was limited to one side only. Therefore, the com-
putational model in the structural analysis corresponded to the
mean behavior averaged over the entire thickness of the specimen
and the identified material parameters represent mean behavior of
the matrix. Despite such simplifications, we believe that this
approach was suitable for quantitative comparison among differ-
ent compositions of HCPs. Yet, 3D analysis allowing for moisture

gradients across the specimen thickness would most likely yield
a slightly different set of parameters.

The modeling strategy was straightforward, as follows. First,
humidity evolution—being the only driving force in the model
responsible for shrinkage—was calibrated inversely from a mea-
sured free shrinkage evolution to obtain a good fit of the corre-
sponding shrinkage strain on the top surface of specimens
exposed to drying. Consequently, the model was calibrated to
match development of crack widths in the structural analysis.

4.1. FE mesh

A 2D FE mesh for the structural problem was created using the
T3D mesh generator [61,62] (Fig. 4). The mesh consisted of 6517
nodes and 7584 elements and was composed of regions with struc-
tured mesh (quadrilateral 4-node linear plane stress elements) and
an irregular mesh (triangular 3-node plane stress elements) that
covered regions where no cracking was anticipated. The structured
mesh that surrounded inclusions was aligned with the direction of
principal stresses to minimize locking problems after the onset of
cracking. The mesh-independent response was ensured by using
the crack-band approach [63].

The nodes on matrix-inclusion interfaces were doubled and a
master-slave condition allowing for a tangential slip but prevent-
ing opening or overlap was prescribed. Even though this simplifica-
tion can be viewed as less accurate than incorporation of interface
elements, it prevented an introduction of additional material
parameters and enabled more straightforward identification, this
being the aim of this study.

4.2. Material models

The transport problem in a staggered scheme prescribes an evo-
lution of relative humidity which subsequently enters the struc-
tural problem. Therefore, the constitutive model for moisture
transport and its material parameters are not presented here.

The material model for an HCP uses a serially coupled viscoelas-
tic model described by the reformulated and modified
microprestress-solidification (MPS) theory [64,65] and a very sim-
ple model with a fixed orientation of orthogonal cracks that form if
tensile strength is exceeded. Under sealed conditions (constant
temperature and prevented drying), the MPS theory reduces to a
more simple B3 model for concrete creep [66] and its basic creep
compliance function is entirely described by four material param-
eters only, q1 through q4. These parameters for modeling of struc-
tural concrete can be roughly estimated from the 28-day
compressive strength and a composition of the concrete mixture;
for HCP, q1 through q4 had to be calibrated by matching a

43.51 m

Fig. 3. Microscopy images showing width of an epoxy-filled shrinkage crack between inclusions.
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development of Young’s modulus to the inverse of a compliance
function evaluated for the duration of loading t � t0 ¼ 0:01 day,
see Fig. 7. In the B3 model, aging is incorporated through t0, the
age at loading, and parameters q1 through q4 are time-
independent constants.

In FE models, the decrease in relative humidity is followed by an
additional increase in compliance, referred to as drying creep, that
is controlled by a dimensionless parameter k3. Humidity changes
then give rise to shrinkage strain esh, linked to a relative humidity
h via a linear relationship

_esh ¼ ksh _h; ð1Þ
where ksh is one of the identified material parameters.

Variable relative humidity of pores within the material impacts
the rate of transformed times in the model. One of these times
affects maturity, which stops evolving very rapidly once the rela-
tive humidity drops below 90%. Here, in order to match the initial
shrinkage evolution soon after the onset of drying, the relative
humidity had to be dropped below this threshold value. As a
consequence, such an approach would have caused premature

Fig. 4. FE mesh for the computational model, generated using the T3D mesh generator.
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Fig. 5. Weight loss of pastes during the first 28 days of hardening, recorded beginning 5 h after preparation of the mixtures (corresponding to the removal of plastic foil that
prevented their drying).
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Fig. 6. Development of the dynamic Young’s modulus.
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termination of aging in the model, tackled by setting an auxiliary
parameter controlling the rate of transformed time aE to 0.

The traction-separation law with exponential softening was
used to capture tensile cracking once the tensile strength was
exceeded. Because of the adopted simplifications and the focus
on comparison of performance between different mixtures, the
material properties—tensile strength f t and mode I fracture energy
Gf—were treated as time-independent constants. Since cracks
developed in almost pure opening mode, the constitutive law for
crack shearing does not need to be described here. The behavior

of metal inclusions was described by a linear isotropic material
with material properties specific for aluminum: Young’s modulus
E ¼ 69:5 GPa and Poisson’s ratio m ¼ 0:33.

5. Results and discussion

5.1. Water retention

Water evaporation is undesirable in cementitious materials
because an adequate amount of water is vital for clinker hydration.

Table 4
Parameters of the B3 model for basic creep calibrated to match the development of stiffness of HCPs.

Mixture q1 [10�6 MPa�1] q2 [10�6 MPa�1] q3 [10�6 MPa�1] q4 [10�6 MPa�1]

C 35 40 35 20
CR20 30 90 30 20
CR40 30 125 30 20

CR40S10 40 145 30 20
CR40A10 40 145 30 20
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Fig. 7. Aging of the experimentally measured static modulus of an HCP (marked points) and the stiffness computed from the calibrated compliance function; the function for
CR40S10 is equivalent to that for CR40A10.
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and loaded at 28 days.
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Pastes containing RCF released more water than a pure cement
paste, which was confirmed by the measurement of weight loss
presented in Fig. 5. A portion of this excessive water absorbed by
RCF can promote hydration of clinker within PC via internal curing
[67]. Hydration of minerals contained in FA and BFS [68] mani-
fested through a drop of weight loss rate in CR40A10 and CR40S10,
compared with CR40, most significantly after 10 days of hardening.

5.2. Stiffness development

The additional porosity and impurities introduced with RCF
resulted in a deterioration of stiffness in the samples. This
reduction of the dynamic Young’s modulus at the early stage of

hardening is obvious from Fig. 6 and correlates with the porosity
of pastes (Table 3).

5.3. Compliance and creep fitting

Experimental data on early-age creep of HCPs with a high con-
tent of admixtures are not available in the literature. For this rea-
son, parameters of basic creep compliance functions required by
the B3 model were calibrated to match the static Young’s modulus
evolution. We assume that capturing of aging has superior impor-
tance to calibrating the compliance function at a single age at load-
ing because, in the present case, loading is not constant but applied
gradually as the pastes shrink.
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According to Bažant and Baweja [66], the Young’s modulus can
be considered approximately equal to a reciprocal value of the
compliance function of the B3 model if the duration of loading,
t � t0, is set to 15 min � 0.01 day. Based on our own measurements

of cementitious pastes and studies of other authors [69,70], the
static Young’s modulus can be considered approximately 95% of
the dynamic modulus, monitored in this study. A hand-optimized
set of creep parameters is listed in Table 4 and the comparison of
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Fig. 10. Distribution and width of cracks predicted by the FE analysis for CR40A10 paste after 18.3 days of drying (corresponding to the time since casting, 19 days).
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stiffness development for individual pastes is provided in Fig. 7.
The value of the q4 coefficient, which defines the long-term creep
rate and has only a negligible impact on the modulus, was set to
a constant value. The emphasis was on reproducing experimental
data during the first 1–3 days of drying as shrinkage cracking
developed in this period. Fig. 8 demonstrates that the long-term
creep rate and the initial stiffness agree with the experimental data
measured on mature cement pastes with a similar water-to-
cement ratio [71,72]. However, the calibrated compliance func-
tions consistently exhibit a rather delayed transition to the long-
term logarithmic creep.

5.4. Shrinkage cracking

Numerical simulations revealed that the mechanical response
of pastes was very sensitive to relative humidity within pores.
Shrinkage measurement data (Fig. 9) indicate that the tested pastes
varied mainly in the ultimate value of drying shrinkage, while
shrinkage evolution was almost identical despite different water
loss development (Fig. 5). Therefore, it can be assumed that capil-
lary pressures due to changes in relative humidity were the main

driving force behind shrinkage evolution and the role of free water
was not significant.

Given the linear relationship between drying shrinkage and
changes in relative humidity (Eq. (1)), an identical function
describing relative humidity hðtÞ was adopted for all mixtures
to match the onset and course of shrinkage strain evolution
measured on CR40 and CR40A10. Despite small oscillations in
measured shrinkage strains, the function hðtÞ was monotonous
and smooth (Fig. 9) because even minor fluctuations in relative
humidity would have caused a spurious increase in compliance
of the MPS model [73]. The initial value of relative humidity
was set to 98% (generally accepted for non-cured specimens
without self-desiccation), gradually decreasing to 35% (ambient
air humidity).

After identification of basic creep parameters, remaining mate-
rial constants left for identification were the shrinkage parameter
ksh, the drying creep parameter k3, tensile strength f t , and fracture
energy Gf . These parameters could not be considered mutually
independent, and their optima were sought using the implicit enu-
meration method [74] to reproduce development of cracks
between inclusions.
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Fig. 12. Maps of principal strain indicating positions and a width of cracks between inclusions after 7 days of drying.
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By assuming that shrinkage esh and cracking ecr represented
dominant strains detected by DIC, crack width wcr could be calcu-
lated from the total strain etot measured across cracks as

wcr ¼ ecrL ¼ etot � eshð ÞL ð2Þ

in which L ¼ 7 mm is the distance between endpoints of the virtual
extensometers and esh is the strain measured by the extensometer
6a–6b with a length of 40 mm (Fig. 2). The validity of this hypoth-
esis is proven by very consistent results in Fig. 11, showing almost
zero crack widths until the age of approximately 1 day, followed by
their rapid development and widening. The magnitude of crack
widths also nicely matched microscopic observations.

The spacing of inclusions within the planar specimens was
designed carefully based on findings of other authors
[75,76,34,77] and the results of our previous studies [31,27]. This
geometry enabled an analysis of the impact of RCF, FA, and BFS
on the development of shrinkage cracking as well as quantitative
comparison between experiments and FE simulations. The distance
between inclusions influenced the criterion for crack development
as well as the crack width; severe cracking was detected in smaller
gaps and crack widths decreased with an increasing distance
between inclusions (Fig. 10). Large shrinkage and high stiffness
in a pure cement paste (C) led to developing wider cracks com-
pared to pastes rich in RCF. These conclusions can be reached based
on both, DIC measurements of crack opening using extensometers
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2a–2b through 5a–5b and on microscopy observations, see Fig. 11.
It is worth mentioning that despite measuring the crack widths
from microscopy images on the opposite side of specimens, DIC
results converge to crack widths observed by microscopy. This fact
justifies the use of a simplified 2D FE model.

Maps of principal strain calculated using DIC (Fig. 12) indicate
that the addition of RCF can result not only the reduction of crack
widths but even mitigate cracking completely if the distance
between inclusions is large enough, see Fig. 12. The rather negligi-
ble crack widths measured by 5a–5b on CR40A10 correspond to a
sum of creep deformation and untraceable micro-cracking. The
maps of principal strain show that CR40A10 was least prone to
cracking, which is in agreement with the findings of Humad et al.
[78] who reported that FA significantly limited the micro-
cracking of a binder matrix in concrete.

The capability of pastes to diminish opening of cracks that have
already developed can be deduced from the plot in Fig. 13, in which
crack widths were normalized to shrinkage strain. It shows that
cracks open most easily in paste C, followed by CR40S10. While
the inability to suppress crack opening in paste C results from its
high stiffness (Fig. 6), the inability of CR40S10 to deform without
developing wide cracks was rather surprising. This result indicates
that the addition of BFS contributed to a reduction of creep, which
is in agreement with findings of other studies [79,80]. On the other
hand, CR40A10 outperformed all pastes, indicating that small addi-
tions of FA are suitable for producing composites capable of accom-
modating moderate deformations at the micro-level.

The complexity of processes leading to the development of
cracks between inclusions led to multi-parameter optimization.
Even though the best fits of the model outcomes to the experimen-
tal measurements of crack opening are not perfect (Fig. 14), the
results indicate the impact of RCF, FA, and BFS on properties of
cementitious pastes (Table 5). Even though tensile strength can
be enhanced by moderate additions of RCF, here 20% wt., it turned
out to have a negligible impact on cracking between inclusions. On
the other hand, higher amounts of RCF and FA/BFS contributed to
tensile strength deterioration, but lower shrinkage rates of RCF-
rich pastes combined with their increased fracture energy render
a paste more resistant to cracking between inclusions.

In our previous studies [19,18] we found that additions of RCF
and FA/BFS resulted in a significant increase in bending strength.
This enhanced resistance to tensile stresses should not be attribu-
ted to an increase in tensile strength as often incorrectly inter-
preted, but rather to a higher fracture energy and size of the
fracture process zone [63,81], rendering the pastes less sensitive
to the presence of defects.

6. Conclusion

This study suggests that addition of finest fractions of recycled
concrete can be utilized in concrete production and mitigate
shrinkage cracking between aggregates, rendering concrete stron-
ger and more durable, but also eco-friendly. Such a positive impact
was hinted at by previous studies indicating increased resistance of

cementitious pastes to tensile stresses and reduced shrinkage
when containing recycled concrete fines.

By employing a coupled hygro-mechanical finite element model
calibrated using experimental data, we found that lower sensitivity
of drying shrinkage to changes in relative humidity, lower stiffness
gains during hardening, and enhanced fracture energy had major
impacts on the development of micro-cracks between stiff
inclusions.

The introduction of a sufficient amount of recycled concrete
fines (40% wt. in this study) contributed to reduction of drying
shrinkage. This reduction was more significant with the presence
of mineral admixtures—fly ash and blast furnace slag. The pastes
rich in recycled concrete fines and mineral admixtures also exhib-
ited lower stiffness gains, resulting in lower shrinkage-induced
stresses. Modeling of inclusion-induced shrinkage cracking
revealed that even though the tensile strength of cementitious
pastes decreased with the addition of admixtures, fracture energy
responsible for restricting the crack development increased by up
to 250% in case of recycled concrete and fly ash additions. On the
other hand, the presence of blast furnace slag diminished the pos-
itive impact of recycled concrete fines on the reduction of shrink-
age cracking, favoring the use of fly ash. Even though the results
clearly reveal trends related to the addition of admixtures, one
has to keep in mind all the simplifications in the modeling and
the rather small sensitivity to input parameters.

The study indicates that incorporating recycled concrete fines
can reduce the environmental burden associated with the disposal
of finest fractions produced in concrete recycling and can concur-
rently increase the integrity and strength of new cement-based
products containing these fines.
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[63] Z.P. Bažant, B.H. Oh, Crack band theory for fracture of concrete, Mater. Struct.
16 (1983) 155–177, https://doi.org/10.1007/bf02486267.

[64] M. Jirásek, P. Havlásek, Microprestress-solidification theory of concrete creep:
Reformulation and improvement, Cem. Concr. Res. 60 (2014) 51–62, https://
doi.org/10.1016/j.cemconres.2014.03.008.
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A B S T R A C T

A concept of a planar modular mechanical metamaterial inspired by the principle of local adaptivity is proposed.
The metamaterial consists of identical pieces similar to jigsaw puzzle tiles. Their rotation within assembly
provides a substantial flexibility in terms of structural behavior, whereas mechanical interlocks enable re-
assembly. The tile design with a diagonal elliptical opening allows us to vary elastic properties from stiff to
compliant, with positive, zero, or negative Poisson’s ratio. The outcomes of experimental testing on additively
manufactured specimens confirm that the assembly properties can be accurately designed using optimization
approaches with finite element analysis at heart.

1. Introduction

Nature efficiently distributes material and designs optimal structure
across scales with respect to anticipated loading. Bone tissue is a perfect
example of such a multiscale hierarchical structure in which the orga-
nization of mineral nanoparticles and collagen microfibrils governs the
bone’s elastic properties [1]. Here we propose to mimic such local
adaptivity by material design similarly to a way children assemble
images decomposed into jigsaw puzzle pieces. We create a planar block
of mechanical metamaterial [2] with required overall elastic stiffness
emanating from the geometry and composition of mesostructural units,
similar to the concepts proposed in, e.g., [3–6]. In particular, the as-
semblies are composed of mutually rotated identical tiles with elliptic
openings, Fig. 1, as proposed by Taylor et al. [7]. In addition, the
subscale, tile-level, geometry design also allows us to tune Poisson’s
ratio [8,9] and thus fabricate materials exhibiting conventional or
auxetic [10,11] behavior. The tiles in assemblies can be connected
through jigsaw puzzle interlocks [12], or the modularity concept can
serve for optimization and design purposes and the conglomerates can
be printed out as monolithic pieces [4]. In this work, the interlocks are
not glued together, they utilize only frictional forces to meet the re-
quirement on reasonably stiff contact and non-destructive reassembly.
In order to obtain comprehensive full-field information on strain and
displacement fields, a digital image correlation (DIC) [14,15] analysis is
employed throughout the study.

2. Modular concept

The main ingredient of the proposed concept are square tiles of a

jigsaw puzzle-like shape, as shown in Fig. 2(a). Besides the obvious
assembly into periodic arrangements, Fig. 2(b), the rotational sym-
metry of the interlocks allows us to perturb the regular arrangement
leading to locally adjusted elastic behavior [13].

3. Metamaterial assembly

To illustrate the adaptivity through local tile rotations, assemblies
consisting of ×5 5 tiles were arranged to exhibit auxetic, non-auxetic,
and mixed behavior and subjected to a displacement-controlled com-
pression applied at the top edge/facet of the specimen. First, we ex-
plored two regular cases: (i) an auxetic arrangement and (ii) a non-
auxetic arrangement, see Figs. 2(b) and 3(a and b). In addition to the
two configurations illustrated also in Fig. 4(a and b), a mixed ar-
rangement (iii) supposed to combine the behavior of previous assem-
blies was also experimentally tested, Figs. 3(c) and 4(c).

The regular zigzag arrangement of ellipses (i) yielded the smallest
value for both elastic constants, Young’s modulus and Poisson’s ratio.
As expected, the specimen contracted in horizontal direction when
compressed vertically, Fig. 5(b), demonstrating the desired auxetic re-
sponse. On the other hand, the configuration (ii) with star-like openings
exhibited twice as stiff response, see Fig. 5(a), and Poisson’s ratio ex-
ceeding the one of the virgin polylactic acid (PLA) filament. The de-
formation of the mixed arrangement (iii) clearly proves that Poisson’s
ratio can be tuned locally, the bottom layer expands horizontally, while
the upper part exhibits the auxetic behavior, Fig. 5(b). This is also
evident from the binary patterns in Fig. 4(c).

https://doi.org/10.1016/j.compstruct.2018.06.015
Received 14 February 2018; Received in revised form 10 May 2018; Accepted 4 June 2018

⁎ Corresponding author.
E-mail address: novakja@fsv.cvut.cz (J. Novák).

Composite Structures 202 (2018) 1275–1279

Available online 05 June 2018
0263-8223/ © 2018 Elsevier Ltd. All rights reserved.

T



4. Customized assemblies

The merit of the proposed material system goes beyond many per-
iodic metamaterial designs [16–18] because of its modularity [3,5,19]
and inherent aperiodicity [13]. Rotation of a few tiles by °90 within an
assembly significantly changes the response to loading. The assembly
plan can be adjusted with respect to anticipated loading and specific
requirements on both local and global behavior [20,21]. To demon-
strate this feature, two modular assemblies (fabricated without inter-
faces and with imperfect mechanical interlocks) of ×4 4 tiles were
optimized employing a finite element analysis to eliminate tilt angle ϕ
due to eccentric loading, as indicated in Fig. 6(a).

Two variants of the customized assemblies were considered. First,
interfaces between individual tiles were considered perfectly rigid as
these are way easier to handle within the numerical framework. Tested
assemblies were then manufactured as monoliths, but with the modular
design strategy with compatible meshes without contacts in mind.
Second, imperfect contacts within aggregates with mechanical inter-
locks were introduced into the finite element model by means of con-
tact elements and the entire procedure from design to fabrication sus-
tained fully modular.

The tilt angle ϕ of the upper edge across all admissible assembly
combinations ranged from − °0.100 to °1.912 for solid assemblies and
from − °0.108 to °2.249 for those with imperfect contacts. The optimal
assemblies that were supposed to yield zero tilt angle, both solid and
with mechanical interlocks, were additively manufactured and tested to
validate the numerical model. As expected, the optimum assembly plan
with mechanical interlocks was completely different from the one with
fixed contacts, as shown in Fig. 6(b and c), demonstrating the key role
of connections. The experimental tilt angle was measured from the
displacement distribution maps using virtual extensometers within the
DIC framework. The optimum solid and mechanically connected as-
semblies yielded = − °ϕ 0.00022 and = °ϕ 0.01 , respectively.

5. Materials and methods

5.1. Optimization of customized assemblies

In the spirit of the explicit complete enumeration method,
the computation of all =2 65, 40316 combinations of ×4 4 assemblies
with the selection of the best solution was done using in–
house scripts developed in MATLAB1 software linked to

ANSYS2. These were discretized by 6, 184 linear triangular (assemblies
without interfaces, see Fig. 6) and 13,322 isoparametric four-node quad-
rilateral (assemblies with imperfect interlocks) finite elements PLANE182
under plane strain assumptions. Properties of the contact elements, used for
simulations of imperfect interfaces between tiles, were calibrated based on
experimental measurements and inverse calculations on pairs of inter-
locked tiles. In particular, the augmented Lagrangian contact algorithmwas
employed with the automatic update, using the default values for inter-
facial contact stiffness parameters provided by the ANSYS program.

5.2. Fabrication and materials

The × ×2 2 1 cm tiles for experimental verification were additively
manufactured from PLA filament with Young’s modulus of about 1, 800
MPa and Poisson’s ratio equal to 0.3 [22], using Prusa i3 3D printer.

5.3. Mechanical testing and data acquisition

The aim of the experimental analysis was to measure macroscopic
response of the tested assemblies to displacement-controlled compres-
sion. The experiments were carried out using LabTest 4.100SP1 testing
machine. The ×5 5 assemblies were loaded at rate 1.2–2.0 mm/min
until the displacement reached 1.6mm, while the optimized ×4 4 as-
semblies were loaded at the same rate until the eccentrically applied
force (see Fig. 6) reached 200 N. In both cases, a steel plate of 1 cm in
thickness was used to distribute the loading over the upper edge of the
assemblies.

The analyzed images were taken in 2-second intervals by a high-
definition camera Canon EOS 70D in uncompressed format (.raw),
yielding a resolution of 12 px/mm. The effect of lens distortion was
minimized by setting the focal length to 55mm. A non-commercial
open-source software Ncorr [15] was used to evaluate the fields, and a
postprocessing of the DIC data was accomplished using an in–house
software Ncorr_post3. Virtual extensometers were placed at distinct
locations, as depicted in Fig. 3, in order to quantify the relative vertical
and horizontal displacements of the entire assemblies.

6. Conclusions

Presented results demonstrate that even such an elementary mod-
ular system based on a single unit provides a substantial flexibility in
controlling overall mechanical properties by local rotations of mesos-
tructural units by °90 . The outcomes of experimental tests performed on
the additively manufactured specimens confirm that the assembly
properties can be accurately designed using a numerical analysis and
optimization.

On the other hand, avoiding numerical analyzes in the design pro-
cess is difficult, given the emergence of highly-localized instability-like
behavior when snapping from one configuration to another (pro-
nounced namely for aggregates with imperfect contacts). Because of
this phenomenon, we were unable to devise any simple heuristic,
analytical, or semi-analytical tool for predicting the overall assembly
response a priori. To further highlight this difficulty, Fig. 7 shows the
intricate, often counter-intuitive dependence of the tilt angle on the tile
configurations, whereas Fig. 8 depicts two distinct assemblies deli-
vering nearly the same structural response.

Nonetheless, to the merit of the proposed modular concept, it is
scalable up to the limits of the manufacturing hardware and extensible
to three dimensions. New possibilities in terms of the design flexibility
are foreseen by incorporating the concept of Wang tiles [23–26]. As

Fig. 1. Additively manufactured jigsaw puzzle tiles and partly disassembled
auxetic aggregate with effective Poisson’s ratio equal to −0.55.

1 The MathWorks, Inc., Matlab release 2015a, http://www.mathworks.com/products/
matlab/, Natick, Massachusetts, U.S.

2 ANSYS Mechanical, Academic research, release 16.2,http://www.ansys.com/,
Pennsylvania, U.S.

3 V. Nežerka, Ncorr_post v2.0: DIC Post-Processing Tool,http://mech.fsv.cvut.cz/
nezerka/DIC/index.htm, Czech Technical University in Prague.
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Fig. 3. Specimen deformation (original shape indicated by dotted contours) and horizontal displacement distribution maps, obtained by DIC, under uniaxial
compression applied to (a) auxetic, (b) non-auxetic, and (c) mixed assemblies. Virtual extensometers are indicated with boldface lines. Positive displacements are
measured according to x and y axes pointing right- and up-wards from the specimen center.

Fig. 4. Specimen deformations with binary representation of horizontal displacements, obtained by DIC, under uniaxial compression applied to (a) auxetic, (b) non-
auxetic, and (c) mixed assemblies. Positive displacements are measured according to x and y axes pointing right- and up-wards from the specimen center.

Fig. 2. (a) geometry of single jigsaw puzzle tile with interlocks outlined by dotted contours. (b) regular assemblies into either auxetic or non-auxetic arrangements.
Highlighted tiles in the latter arrangement are rotated by °90 . Particular dimensions of individual parameters of single tile are derived from the tile edge length h,
here set to 20 mm, as follows: major semiaxis =a h/2, minor semiaxis =b h/10, yielding ligament thickness ≈d h/12.
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Fig. 6. (a) Eccentric loading scheme and the measured tilt angle ϕ. Experimentally obtained horizontal displacements (original shape indicated by dotted contours)
obtained by DIC measurements on specimens designed to compensate eccentric loading: (b) assembly with imperfect mechanical interlocks and (c) without inter-
faces.

Fig. 5. Effective stress-strain curves for (a) vertical and (b) horizontal extensometers placed in auxetic, non-auxetic, and mixed assemblies according to Fig. 3.

Fig. 7. Solid assemblies for tilt angles (a) = − °ϕ 0.100 , (b) = °ϕ 0.273 , (c) = °ϕ 0.575 , (d) = °ϕ 0.912 , (e) = °ϕ 1.912 . Highlighted tiles are rotated by °90 with respect to
the setting adopted in Fig. 2(a).
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opposed to commonly produced disordered structures, e.g., metal
foams, the behavior of the jigsaw puzzle system augmented with Wang
tiling would be fully predictable and customizable with respect to
specific needs. After translating the concept to practical applications,
automated assembly of tiles/modules based on optimized plans is en-
visaged.
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Abstract. Cost of experimental testing of materials and structures subjected to mechanical loading
often constitutes a significant portion of a project budget. Therefore a collection of data in a maximum
possible amount is desirable. Extensometers and strain-gauges attached to the specimen surface often
fail and cannot provide full-field information about the development of displacements and strains.
Digital Image Correlation (DIC) is capable of providing such information. Unsuitable texture or
artificially applied pattern, essential for DIC analysis, can spoil the DIC outcomes completely. An
additional investment into preparation of new experimental testing can be avoided with the use of tools
employing algorithms for stochastic pattern assessment. The development of such algorithms and their
implementation into an open-source DIC software is the goal of the presented research.

Keywords: digital image correlation, stochastic pattern, full-field displacement.

1. Introduction

The measurement of strains and displacements is uti-
lized when investigating behavior of materials or spec-
imens in laboratories, but also for assessment of ex-
isting structures. Traditionally, contact measurement
techniques have been used, but these introduce chal-
lenges in terms of accuracy, require sufficiently flat
surface, and their attachment requires a lot of ef-
fort. The group of contact methods includes strain
gauges, extensometers, or linear variable differential
transformers (LVDTs) [1].

Contact methods techniques have a few drawbacks
compared to optical full field monitoring: the strain
must be within a certain range and is averaged over the
strain-gauge length, the measurement is accomplished
at discrete locations, and the investigated surface must
be smooth enough to attach the gauge.
Quite recently alternatives to non-contact mea-

surement have been developed. These include
e.g., laser vibrometry, laser range finders, opti-
cal correlation methods, interferometry, moiré, or
photo/videogrammetry [2, 3]. Optical measurements,
such as Digital Image Correlation (DIC), are capable
of capturing even the most complex deformation until
the ultimate material failure [3, 4]. Because of that
reason, optical methods became accepted in the field
of experimental solid mechanics. The availability of
compact and sensitive light sources, detectors, opti-
cal components, and powerful computers have been
promoting the use of DIC in both commercial and
academic research. The full-field data can be easily
processed and provides data valuable for engineers
who are used to employing finite element programs in
their calculations.

2. Digital Image Correlation
DIC became indispensable to monitoring and analyz-
ing a development of displacement or strain fields over
time by matching stochastic pattern of deformed im-
ages with respect to a reference one [5]. The method
is capable of capturing strain localization on a surface
of a loaded structure (such as plasticity or cracking) in
any direction. As DIC tools for 3D analysis emerge [6],
the method is becoming more versatile and widely
used in the industry and research.

DIC is not only limited to the relative measurement
of discrete points as conventional contact methods and
is frequently more accurate than monitoring by means
of extensometers or strain-gauges that often suffer
from imperfect attachment to the measured surface.
Moreover, the use of DIC can significantly reduce the
cost of the experiment. DIC reached its maturity
during last decade owing it to the fast and successful
development and elaboration of computers, digital
cameras and specialized software for image processing.
DIC has even been characterized as “a major develop-
ment in the art of experimental mechanics” [7]. The
boom of DIC has been reflected in the emergence of
new commercial and open source software to perform
DIC with differently optimized correlation functions
and calculation methods, most recently summarized
by Pan et al. [8].

2.1. DIC Algorithms
DIC utilizes a correlation algorithm to obtain displace-
ments and subset deformations by identifying areas
of matching grey-scale values between the speckle
pattern in each subset of deformed and underformed
(reference) images (Figure 1). To facilitate the corre-
lation, a stochastic speckle pattern must be applied
(if not present naturally) to a specimen surface in
order to provide a random grey-level variations at
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the sufficient quality of which is fundamental to the
precision of the measured displacement data. It is
well established that the trade-off between the data
resolution and precision is affected by the quality of
a pattern.
To perform DIC, each image must be divided into

a grid of interrogation cells, or subsets, containing
a finite number of pixels. Resolution of the data is
maximized by reducing the size of the subsets, but as
the interrogation cell size decreases, the uncertainty
in the strain measurement increases due to a reduc-
tion in the number of features to track within the
subset [9]. Therefore, the resolution and accuracy
of the displacement and deformation fields are lim-
ited by the total number of pixels within the images.
The center position of each target subset is obtained
through searching the peak position of the correlation
coefficient field and its deformation is calculated using
an iterative approach [10, 11].
DIC has traditionally utilized subset-based local

approach [5] that has been very well developed and
widely used in commercial or academic DIC pack-
ages. However, there are certain drawbacks that make
the method useless for some applications, such as ex-
periments producing high strain gradients [12]. The
reason is non-continuity of the displacement field, as
the displacements of the subsets are sought separately.
Therefore smoothing of the noisy displacement field
is required [8, 9, 11]. A local polynomial smoothing
over a rectangular area (strain window) is usually
employed [8]. The amount of smoothing is controlled
by the subset size, step size, and strain window size.
The results are then highly dependent on setting these
parameters by a user [13].

An alternative global approach has been developed
quite recently based on the procedures used in the Fi-
nite Element Method (FEM) [14, 15]. Using the global
DIC approach, a complete element mesh is tracked on
images, ensuring C0-continuity1, resulting in elimina-
tion of noise in strain fields. This method was initially
proposed by Cheng et al. [16] and later Besnard et
al. developed the Q4-DIC [17] with implementation
of a bilinear (Q4) or quadratic (Q8) mesh. The global
algorithms may be refined using user experience, or
using adaptive mesh refinement [18].

2.2. DIC accuracy
The accuracy of DIC is an issue frequently discussed
by both, theoreticians and experimentalists [19, 20].
Although originally restricted to the size of one-pixel,
various sub-pixel techniques have been proposed and
used to improve the method accuracy. The most pop-
ular techniques include curve-fitting, gradient-based
and Newton-Raphson algorithms. The last two cases
are based on the identification of the parameters that
define the mapping of a subset of pixels in order to

1Ci differentiability class corresponds to the existence of i
derivatives of a function. The class C0 consists of all continuous
functions.

Figure 1. Example of the subset tracking procedure
using DIC.

maximize the image correlation. The results show
that the Newton-Raphson approach is considered as
the most accurate and stable. Other interesting ap-
proaches such as genetic algorithms, finite element
interpolations and B-splines are reported in [8] but
they generally appear to have a lower performance.
Bing et al. [21] compared performance of three most
used sub-pixel techniques by simulating image distor-
tions, demonstrating the suitability of Newton-Rapson
approach.
Besides the choice of the most suitable DIC algo-

rithm, other factors substantially influence the DIC
accuracy. The measurement errors may be classified
into two categories: (i) systematic experimental errors
such as bad calibration and setting of image acquisi-
tion system and (ii) errors produced by correlation
algorithm.

The experimental errors are related to variations in
illumination and the quality of the acquisition system,
i.e., the noise during the acquisition and digitaliza-
tion, image distortion, or position of the camera with
respect to the monitored surface. The errors related
to the correlation algorithms arise from inappropriate
selection of correlation methods or input parameters,
such as subset size, correlation function, sub-pixel
algorithm, shape function, or interpolation scheme.

3. Stochastic Pattern Assessment
A majority of research into the accuracy of DIC is
focused on correlation algorithms and processing pa-
rameters (recall Section 2.2), such as subset size [22],
shape function selection [23], or methods of obtaining
sub-pixel accuracy [24]. Less attention has been paid
to the effect of the quality of the speckle pattern. It
is important for the artificial pattern or natural tex-
ture to be adjusted in accordance with the expected
displacement field in order to maximize measurement
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accuracy, as speckles can be both too large and too
small for the particular measurement [25]. Quantita-
tive error analysis [26–29] shows that the measurement
error depends crucially on the presence of large in-
tensity gradients within the pattern. Therefore, the
technique in most cases requires a specimen prepara-
tion procedure to enhance the surface texture, since
the natural one does not provide a required quality
in terms of intensity gradients and speckle-size distri-
bution.
Pattern assessment has been discussed by a few

authors [5, 30, 31], offering a number of methods to
evaluate the quality of applied patterns. Pan et al. [32]
presented a number of assessment criteria based upon
the local subset intensity gradients [20] and the global
mean intensity gradient (MIG) throughout the image.
The latter criteria showed a good agreement to re-
sults obtained numerically. The benefit of applying
the global criteria is that these are astraightforward.
High MIG values typically result in smaller bias and
less dispersion in DIC measurements. On the other
hand, Crammonde et al. [33] objected that global pa-
rameters, such as MIG, are not sufficient to evaluate
strain accuracy. Based on their findings, simple means
of a randomness assessment is to employ the outcomes
of the Shannon entropy theory [34].
Cintrón et al. [35] demonstrated that the speckle

size should range from 2×4 px for a high accuracy
in the strain measurement. The speckle size should
have a lower limit according to the study by Sutton
et al. [5] of 3×3 px.
In the presented study, various patterns produced

by the spraying white / black dots on a contrast
background were investigated. In addition, natural
textures of various materials were studied as well,
to demonstrate their performance. The knowledge of
a texture suitability is essential when monitoring exist-
ing structures where application of artificial patterns
is not possible. To eliminate the impact caused by
image acquisition system (such as the distortion of the
camera lens, lighting variation, etc.) during the exper-
iment, numerical approach was utilized to investigate
the relationship between Shannon entropy, mean in-
tensity gradient, values of correlation coefficient, and
error in DIC measurements. The explanation of the
mentioned parameters is provided next.

3.1. Normalized Cross-Correlation
Correlation between two signals (also reffered to as
cross-correlation) is a standard approach to feature
detection and image registration [36–38]). The nor-
malized form of correlation takes into account intensi-
ties relative to the highest one, thus eliminating the
sensitivity to changes in illumination intensity. How-
ever, it does not have a correspondingly simple and
efficient frequency domain expression. For this rea-
son, normalized cross-correlation must be computed
in a spatial domain and fast spatial domain matching
methods had to be developed. Detailed description of

cross-correlation equation is beyond the scope of this
article. Reader can find it in Barnea et al. [39].

3.2. Mean Intensity Gradient (MIG)
MIG was proposed by Pan et al. [32] as a global pa-
rameter for evaluating the quality of a speckle pattern
over the entire domain. Both, a mean bias error and
standard deviation of measured displacements are in-
fluenced by the MIG of the speckle pattern. The
speckle pattern with a large MIG is supposed to pro-
duce small displacement measurement errors. MIG is
defined as

δf =
W∑

i=1

H∑

j=1
|Of (xij)|

1
W ×H , (1)

where W and H are the image width and height in
pixels, |Of (xij)| =

√
fi (xij)2 + fj (xij)2 is the modu-

lus of the local intensity gradient. fi (xij) and fj (xij)
are the i- and j-directional intensity derivatives at
pixel (xij) respectively, which can be computed using
a central difference algorithm.

3.3. Shannon Entropy
A high Shannon entropy value indicates a high level of
texturing, or broadness in the greyscale distribution
of the image, beneficial for maximizing the correlation
function peak when a correct match has been found.
The Shannon entropy parameter is defined as [40]

Ψ =
W∑

i=1

H∑

i=j
f(xij)log (f(xij)) . (2)

4. Assessment of Patterns and
Textures

Randomly distributed speckles must not exhibit any
preferential directions. High contrasts are required
to provide sharp peaks in the correlation function.
To test this requirement, initial synthetic tests on
samples of 400×400 px were performed on six model
patterns (Figure 2). The patterns / textures were
tested with respect to four quality indicators: value
of cross-correlation coefficient for two different subset
sizes (10×10 px and 30×30 px), Shannon entropy, and
MIG. The summary of the investigated patterns and
textures is provided in Table 1.

Based on the values of normalized cross-correlation
functions presented in the form of surface plots in
Figures 3 and 4, it can be concluded that the corre-
lation function peaks can be highlighted by setting
bigger subset size since these contain more distinct
features. Especially in the case of small subset size,
10×10 px, the correlation peaks on coarse textures
could not be clearly identified. This could lead to huge
errors of DIC measurements in the case of significantly
distorted images. However, the findings cannot be gen-
eralized, since in some patterns the cross-correlation
correlation function does not exhibit any distinct peak
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(a) . fine spray pattern (b) . coarse air-brush pattern (c) . white sprayed dots

(d) . natural texture of concrete (e) . masonry wall (f) . texture of wood

Figure 2. Investigated artificial patterns (top) and natural textures (bottom).

in for small subsets, while correlation of the larger one
results in unique match and low value of mean correla-
tion coefficient (cf. Figures 3(b,f), 4(b,f), and Table 1).
Therefore, the pattern assessment based on the the
mean value of the cross-correlation function must be
carried out for any subset size independently. More-
over, a statistical information about number of peaks
in the form of a decay in the power law distribution
would provide more accurate description.

Based on observation of distribution of correlation
coefficient a power law distribution can be assumed
(Figure 5, 6). The power law function is defined by
equation yp = x−α

p , where α is the decay parameter
which provides information about the distribution of
correlation coefficient over the investigated domain.
Larger α indicates smaller amount of unwanted corre-
lation peaks which is desirable.
It is also clear that neither Shannon entropy nor

MIG are capable of providing clear indication of the
pattern quality since these two are not in agreement —
once the pattern is, relative to other ones, regarded as
superior to others based on Shannon entropy, MIG pro-
vides completely different results, see Table 1. There-
fore, new more universal criteria taking into account
size, contrast, and size-distribution of speckles should
be proposed.

5. Virtual Stretching of
Patterns and Textures

The artificial patterns and natural textures were tested
in the proof-of-concept experiments carried out virtu-
ally on a computer by prescribing a constant defor-
mation. Special attention was paid to the ability of
the pattern to provide high-accuracy measurements
at deformations reaching 5%, at which poor patterns
fail [41].
The evaluation and testing of patterns was per-

formed using own MATLAB scripts by placing virtual
extensometers at the edges of the tested samples. In
this initial study the images containing 8-bit speckle
patterns were virtually stretched up to 5% in 10 steps.
Image sequences were then evaluated in open-source
2D-DIC software package Ncorr [10] with the same
setting of parameters. Subset sizes of 10 px and 30 px
were chosen to demonstrate the correlation between
the mean correlation coefficient mentioned in the Sec-
tion 4 and measurement errors.
As the number of speckles within the patterns in-

creased, the measurement errors decreased. Moreover,
larger sized speckles provided lower error than pat-
terns with smaller speckles. Global pattern quality
parameters were discussed and Shannon entropy was
used as an example to demonstrate that the global
measures are not sufficient to assess the quality and
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(a) . fine spray pattern (b) . coarse air-brush pattern

(c) . white sprayed dots (d) . natural texture of concrete

(e) . masonry wall (f) . texture of wood

Figure 3. Correlation function values for 10×10 px subset size.
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(a) . fine spray pattern (b) . coarse air-brush pattern

(c) . white sprayed dots (d) . natural texture of concrete

(e) . masonry wall (f) . texture of wood

Figure 4. Correlation function values for 30×30 px subset size.
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γ(xij) α Ψ δf
Sample 10×10 30×30 10×10 30×30

Fine spray pattern (a) 0.152 0.054 0.847 0.959 5.524 121.182
Coarse air-brush pattern (b) 0.190 0.107 1.009 1.046 5.413 127.614

White spray dots (c) 0.089 0.138 1.148 0.997 4.972 82.198
Natural texture of concrete (d) 0.090 0.039 1.027 0.975 6.292 75.849

Masonry wall (e) 0.200 0.187 0.879 0.939 4.250 50.914
Texture of wood (f) 0.208 0.097 0.878 0.981 5.012 29.027

Table 1. Mean correlation coefficient, γ(xij), power law distribution decay parameter α, Ψ, and δf for tested
patterns / textures and different size of subsets.
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Figure 5. Distribution of correlation coefficient, fine spray pattern.
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Figure 6. Distribution of correlation coefficient, masonry wall.
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Figure 7. Displacement error for 10×10 px subset size.
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Figure 8. Displacement error for 30×30 px subset size.

properties of the patterns. This is illustrated by com-
paring errors at different stretching magnitude for
different speckle sizes (Figure 7 and 8).

6. Conclusions
Based on the research of Crammond et al. [33] and
outcomes of the presented study it can be concluded
that multi-criteria approach has to be addressed. So
far it appears that a combination of Shannon entropy
and evaluation of decay in power law distribution of
correlation coefficient values provide the most accurate
estimate of a pattern performance. Moreover, the
speckle-size histogram analysis will be carried out
in future to provide new, hopefully more reliable,
assessment criteria.
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Abstract
An open-source tool for real-time measurement of relative displacements based on image registration is presented. The use of
upsampled matrix-multiplication discrete Fourier transform and measurement limited to predefined points of interest by virtual
extensometers allows high sampling frequencies with a subpixel accuracy. This solution was designed primarily for laboratory
testing in order to eliminate the problem with inaccurate measurement of cross-head displacement due to compliance of testing
frames and difficulties connected to the attachment of strain-gauges or extensometers. However, the portable hardware allows for
outdoor applications in which remote monitoring of displacements and deformations is required. The accuracy of the systemwas
assessed, and the software was successfully verified through experimental testing.

Keywords Image registration . Virtual extensometers . Real-time . Optical measurement . Displacements

Introduction

Digital image correlation (DIC) algorithms became indispens-
able when monitoring and analyzing the development of dis-
placement or strain fields in time by matching a stochastic
pattern of deformed images with respect to a reference one.
Unlike conventional measurement techniques, the DIC is ca-
pable of capturing strain localization on a surface of a loaded
structure or specimen at any location within the observed re-
gion of interest (ROI) and in any direction [1, 2]. More over,
the DIC-based measurement can be more accurate than mon-
itoring using extensometers or strain-gauges that can suffer
from fatigue [3], imperfect attachment to the measured surface
[4, 5], or influence the behavior of tested specimens [6].
Employing this advanced tool can significantly reduce the
cost of experiments for its easy preparation and smaller con-
sumption of auxiliary material or components. The boom of
the DIC has been reflected by the emergence of new commer-
cial and open-source software packages to perform

calculations with differently optimized correlation functions
and calculation methods, most recently summarized by Pan
et al. [7].

To ensure an accurate correlation, a random homogeneous
pattern must be applied, if not present naturally, to the ob-
served surface to provide grey-level variations so that shifts
of any subset of points can be evaluated. The evaluation is
accomplished by minimizing the correlation function using a
chosen optimization algorithm [8–11]. The position differ-
ences between reference and target subsets yield the in-plane
displacement vector [12]. As the size of subsets decreases, the
uncertainty in the measurement increases due to a reduction in
the number of features to track [13]. Therefore, the resolution
of the calculated displacement/deformation fields and the DIC
precision are limited by the image resolution. Besides the
factors influencing the accuracy of image correlation, the
DIC measurements can be influenced by the entire surround-
ing environment. As suggested by Reu [14], lens distortions,
changes in camera temperature, and camera or sample motion
can introduce the most significant inaccuracies during image
acquisition if not prevented.

Despite the rapid emergence of advanced turnkey commer-
cial DIC systems during the last two decades [15], a simple
open-source DIC tool for real-time monitoring displacements
has not been available. The proposed solution offers real-time
measurement of displacements in 2D at predefined locations by
using virtual extensometers, being a couple of pixel subsets.
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The developed open-source software utilizes algorithms based
on discrete Fourier transform (DFT) optimized for fast evalua-
tion of subset translations with subpixel accuracy. It is worth
mentioning that real time 3D positioning and tracking systems
have been developed [16], but these require muchmore sophis-
ticated equipment, skilled operators, and to the best of our
knowledge their use is limited to laboratory conditions.

Hardware

The real-time measurement system consists of three funda-
mental elements: a camera, a communication channel (cable
or wireless), and a computer. There are several requirements
on the camera, including high resolution, low digital noise,
and a long lifetime period. The last requirement rules out
reflex cameras that have a limited lifespan regarding the num-
ber of acquired images. On the other hand, cameras equipped
with monochrome CMOS (complementary metal-oxide semi-
conductor) chips allow for obtaining the same or higher spatial
resolution with the satisfying sensitivity at a lower price. The
communication channel should not be the weakest link in the
system; commonly used USB 3.x or Ethernet cables are suf-
ficient and reliable.

Besides these basic components, a strong illumination is
recommended to reduce digital noise by allowing a high sig-
nal to noise ratio. High levels of illumination also enable a
reduction in a lens diaphragm opening by setting lower f-
number (aperture), resulting in a higher depth of field for the
acquired images. This is particularly advantageous if the ob-
served surface is uneven. Moreover, a sufficient exposure can
be reached at higher shutter speed, providing blur-free images
at higher displacement/deformation rates.

The design and quality of optical lenses also play a crucial
role in providing high-quality undistorted images. Optical ab-
erration results in non-uniform geometric distortions of im-
ages and introduces additional errors in the measurement
[17]. Short objective lenses are not suitable for DIC because
of large distortions at the edges of acquired images [18–20]. A
perfectly orthographic view can be achieved using telecentric
lenses [21], but even in the orthographic view out-of-plane
deformations caused by rotations of an observed object cause
errors in 2D-DIC and should be avoided [22, 23].

Algorithms and Program Work Flow

The software tool RTCorr (Real-Time Correlation) for real-
time optical measurement of displacements was developed in
Python 3.6. It offers a user-friendly graphical user interface
(GUI), see Fig. 1 enabling placement and management of
virtual extensometers, setting DIC parameters, and export of
data. In addition, it provides information about the camera

chip temperature and allows for precise focusing by calcula-
tion of a mean intensity gradient [24, 25], defined as

Ψ f ¼ ∑
W

i¼1
∑
H

j¼1
j∇ f x; yð Þj 1

WH
; ð1Þ

where j∇ f x; yð Þj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f x x; yð Þ2 þ f y x; yð Þ2

q
, in which fx(x, y)

and fy(x, y) are the x- and y-directional intensity derivatives at
pixel located at (x, y) within the image f, respectively.WandH
are the image width and height, respectively. After zooming to
a region of interest, maximizing Ψ leads to a perfect camera
focus, see the demonstration in Fig. 2.

Sub-Pixel Registration

RTCorr employs the upsampled matrix-multiplication discrete
Fourier transform (DFT), proposed by Guizar-Sicairos et al.
[26], to reach subpixel accuracy of aligning subsets. Using this
approach, cross-correlation for each square subset of pixels of a
side length N is accomplished in a frequency domain [27, 28].
The utilization of Fourier transform renders the registration
computationally efficient [29] and insensitive to optical noise
or changes in illumination [30, 31]. Unlike the majority of DIC
software, based on determining locations of reference subsets
within current images, the subsets in RTCorr are fixed and
represent an imaginary window through which a motion of
the underlying pattern is observed. Since the pixel subsets are
registered by phase retrieval, only their translation is evaluated,
and the displacement field is averaged over the subset area.

The employed registration algorithm is capable of comput-
ing subset shifts within a fraction of a pixel, 1/κ. The differ-
ence between the pixel and subpixel accuracy of results is
clearly illustrated in Fig. 3 on an example of a 2D displace-
ment field, calculated considering κ = 1 px −1 (pixel accuracy)
and κ = 50 px −1 (subpixel accuracy).

The program is capable of accomplishing simultaneous
measurements of relative displacements in 2D using an arbi-
trary number of virtual extensometers, equivalent to physical
ones. A full-field 2D DIC analysis can be carried out once the
measurement is finished from the acquired images that are
saved (if required) to a project folder. The measurement is
carried out in pixels, but it can be scaled to physical units.
Otherwise, it is carried out in pixels. The collected data are
saved on a hard drive during the measurement so that they
cannot be lost in the case of a software crash. The saved data
include time steps, displacements of extensometer ends and
relative displacements, calculated as the ratio of an extensom-
eter extension to its length.

The source files and manual with a thorough description of
the program structure and GUI controls are provided at
GitHub.1

1 https://github.com/jacobantos/RTCorr
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Registration of Large Displacements

In the small-displacement mode, reaching up to about 1/4 N,
the shift of subsetsΔu at a time T is calculated by comparing
their configuration with the one in a reference image acquired
at T = 0, so that

u Tð Þ ¼ Δu 0; Tð Þ: ð2Þ

RTCorr also offers a large-displacement mode, in which
the shift is calculated as

u Tð Þ ¼ Δu T−1; Tð Þ þ u T−1ð Þ: ð3Þ

By relating the subsets at time T to their configuration at T
− 1, an arbitrary displacement can be tracked, limited only by
the ROI size. However, the displacement of a subset between
T and T − 1 still should not exceed the value of 1/4 N. The
large-displacement mode should be used only if needed be-
cause summing the measured shifts may result in accumulat-
ing measurement errors.

The small-displacement mode is analogic to the Eulerian
approach to observing motion of a body [32]. In this mode the
deformed and shifted image flows through the fixed exten-
someters. In the large-displacement mode the extensometers
deform with the underlaying image and their position is up-
dated for each frame, analogically to the Lagrangian approach

Fig. 1 Graphical user interface of RTCorr v1.07

Fig. 2 Dependence of the mean
intensity gradient on a camera
focus
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[33]. This allows for evaluating displacements exceeding the
subset size and severe deformations of subsets.

Testing and Validation

The testing and validation were primarily accomplished on a
laptop computer equipped with the Intel i5-4200 U CPU,
4 GB RAM, and 500 GB SSD hard drive. Besides, perfor-
mance tests were carried out on three different computers,
listed in Table 1; CPU π106κ test score refers to a time needed
to computing 106 digits of π using SymPy package in Python.
All the computers were equipped with a USB 3.1 hub. The
performance test was focused on the impact of CPU, but the
influence of drive type (HDD vs. SSD) and RAM size was
also tested. The analysis ruled out th to see that they have no
impact on the performance of RTCorr.

The images were taken using a Ximea MC050MG-SY
monochromatic camera, equipped with a 3.45 × 3.45 × m
pixel-size CMOS sensor capable of delivering 76 frames per
second at a 5 Mpx resolution. Low distortion was ensured by
using a Kowa LM50HC C-mount objective lens with a fixed
focal length of 50 mm. Using long objective lenses is favorable
to reduce the distortions if telecentric lenses are not available.
The data transfer was accomplished using a USB 3.1 cable.

With the specified hardware available and setting of DIC
parameters as N = 132 and κ = 128, the maximum sampling
frequency v reached for a single extensometer with RTCorr
during a 10-min monitoring was equal to 7.65 ± 0.03 Hz, see
Fig. 4. Only the desktop computer D2, equipped with a USB
3.1 PCI-e card instead of a native USB 3.1 port, reached the
maximum sampling frequency of 6.35 ± 0.02 Hz. This indi-
cates that the data transfer limits the software performance if
the image registration is not demanding (low number of

virtual extensometers or small values of N or κ as demonstrat-
ed next). After reaching the threshold at which the CPU be-
came limiting, v decreased at a rate depending on the CPU
speed.

Measurement Bias

A static test with a perfectly fixed specimen was performed in
order to assess the systematic error of the measurement sys-
tem. The monitored random pattern, consisting of black
speckles ranging approximately between 0.05 and 2 mm in
diameter, was applied to an illuminated white wall. LED lights
with a constant current driver were used provide flicker-free
illumination. The distance between the camera and the ob-
served surface was 50 cm, yielding a scaling factor of 22.89
px/mm.

The study was focused on the impact of a subset sizeN and
the required subpixel accuracy κ on measurement errors and a
maximum sampling frequency. The observed random pattern
contained speckles small enough so that even the smallest

Fig. 3 Illustration of pixel (left)
and subpixel (right) accuracy of
displacements ranging between
0.2 and 3.7 pixels on results of a
direct tensile test

Table 1 Computers used for the performance tests; the abbreviations in parentheses are used in the following figures

Computer CPU (CPU cores) π106 test Operating system

Laptop Lenovo T440 (L1) Intel i5-4200 U, 1.6 GHz (4) 72.91 s Ubuntu 18.04.1

Laptop Lenovo T480 (L2) Intel i5-8250 U, 1.6 GHz (8) 52.31 s Ubuntu 18.04.1

Custom-built desktop (D1) Intel i3-8350 K, 4.4 GHz (4) 44.34 s Ubuntu 18.04.1

Desktop Dell T1600 (D2) Intel Xeon E31280, 3.5 GHz (8) 51.69 s Ubuntu 18.04.1

Fig. 4 Relationship between the maximum sampling frequency v and a
number of extensometers with the specified hardware available and
setting of DIC parameters as N = 132 and κ = 128
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studied subset ofN = 4 px was unique in its neighborhood and
contained sufficient amount of features to track. With larger N
the pattern randomness within subsets increased, as demon-
strated by their entropy [34], see Fig. 5. The entropies of the
model subsets were calculated as

H ¼ −∑pk log2 pkð Þ; ð4Þ
where k is the number of intensity levels within subsets, and pk
is the probability associated with the particular intensity level
[35]. The length of a virtual extensometer, i.e., the distance
between the centroids of two coupled subsets, was 100 mm.
The oscillations of the extensometer extensions were moni-
tored for 10 min at a maximum possible sampling frequency.
Themeasurement variation σ was calculated as a standard de-
viation of relative extensions:

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1∈2k
n

;

r
ð5Þ

where n is a number of images (measurements) and ∈k is a
relative extension of the kth measurement, calculated as the
ratio of the extensometer extension to its length, i.e., strain.

The relationships between the both user-defined DIC pa-
rameters, N and κ, and the system performance in terms of σ
and v are presented in Figs. 6 and 7. First, κ = 32 px−1 was
fixed and the influence of N was tested. Next, N = 36 px was
fixed and the same procedure was repeated for κ.

Larger subsets contribute to a lower oscillation around the true
(zero) extension, and the measurement variation, σ, was very
small, around 0:8 × 10−5, and almost constant for N > 70 px.
However, increasing the subset size, N, came at a cost of higher
demands on CPU resulting in a lower sampling frequency, v, and

Fig. 5 Studied subsets of various
size, N ×N, and their entropy, H,
being a measure of gray intensity
randomness

Fig. 6 Relationship between the
subset size and the measurement
variation of results (left) and the
maximum sampling frequency
(right); the required subpixel
accuracy was fixed at κ = 32 px−1
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the measured shift was averaged over a larger area. The value of
v for N > 36 px was dependent on the CPU speed.

An opposite trend was observed regarding κ. For values of
κ < 4 px−1 there was no oscillation in extensions and σ = 0.
The measurement variation stabilized for κ > 40 px−1 at σ ≈
1:5 × 10−5. The reduction in v with increasing κ was also
dependent on the CPU speed and once the CPU became lim-
iting, v decreased proportionally to κ.

It may be concluded that for the hardware used and
the experimental setup considered here, the optimum
setting of the image registration parameters is N ≈ 40
px and κ ≤ 4 px−1 if large displacements are anticipat-
ed or κ ≥ 60 px−1 for measurement of small displace-
ments where setting of high κ makes sense. The mea-
surement error, σ, appears to be constant beyond these
thresholds.

Fig. 7 Relationship between the
required subpixel accuracy and
the measurement variation of
results (left) and the maximum
sampling frequency (right); the
subset size was fixed at N = 36

Fig. 8 Comparison of theoretical
displacement and results from
RTCorr and Ncorr (top) and
deviations from a theoretical
curve (bottom) in the small-
displacement mode

Fig. 9 Comparison of results
from RTCorr and Ncorr (top) and
deviations from a theoretical
curve (bottom) in the large-
displacement mode
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Experimental Verification

A periodically displaced steel plate with a sprayed random
pattern was observed and the vertical motion evaluated in
order to verify the measurement procedure thoroughly. The
periodic harmonic motion was accomplished using a hydrau-
lic dynamic actuator. The camera was positioned perpendicu-
larly to the observed plane at a distance of 60 cm. The camera
was turned on 5min before the experimental testing in order to
reach a saturation temperature and eliminate the error due to
the camera self-heating [36]. The correlation parameters were
set as N = 80 px and κ = 60 px−1. The displacements were
recorded during 10 sine waves having an amplitude of
0.93 mm and frequency 0.017 Hz. The images were saved
during the analysis, thus significantly reducing the sampling
frequency to approximately 0.5 Hz.

The saved images were collected and used after the test for
a calculation of displacements using a DIC software Ncorr.
This software was thoroughly tested and validated using
distorted synthetic images and analysis of experimental
datasets from the SEM 2D-DIC challenge [37, 38]. Ncorr
was selected for benchmarking because it is robust, open-
source, and accepted by a scientific community [39].
However, the algorithms implemented in Ncorr, based on sub-
set matching in the spatial domain, do not allow for the real-
time analysis.

The measurement was carried out twice, separately for the
modes for small and large displacements, recall Section 3.2.
The comparison of vertical displacement, y(T), evaluated
using RTCorr and Ncorr and deviations from the theoretical
curves, Δy, are provided in Figs. 8 and 9. The theoretical
curves follow the prescribed harmonic displacement function
defined as

y Tð Þ ¼ 0:93sin 2π0:017Tð Þ: ð6Þ

There was an almost perfect overlap of curves (theoretical
according to equation (6)) and outcomes of Ncorr and real-
time measurement using RTCorr), manifesting a high accura-
cy of the real-time correlation procedure. The Δy plots pro-
vide more detailed information about the measurement errors.
The encountered discrepancy, in order of 10−5 m, between the
measured vertical displacements, both by RTCorr and Ncorr,
is attributed to asynchronousmotion of the observed specimen
with respect to the prescribed displacement according to equa-
tion (6). More importantly, there is an agreement between
RTCorr and Ncorr. The possible error cumulation was not
observed in the case of RTCorr measurement in large-
displacement mode. However, compared to the small-
displacement mode, the disagreement between Ncorr and
RTCorr was slightly increased.

Even though RTCorr was primarily developed for and test-
ed during laboratory measurements, it can be exploited for

structural health monitoring [40, 41]. To demonstrate that ca-
pability, an experimental measurement of bridge deflections
under passing trains was carried out. Such a measurement
enabled continuous monitoring without affecting both the rail-
way and road traffic. The displacements were recorded from a
11 m distance, yielding a scaling factor of 1.16 px/mm. The
sampling frequency was set to 5 Hz for 1 h and the DIC
parameters as N = 70 px and κ = 20 px−1. The measurement
setup is presented Fig. 10 and the results in Fig. 11. Even
though there are no reference data, the maximum deflections
correspond to predictions based on previous measure ments.
Moreover, there is a proportionality between the train weight
and measured deflections. The high sampling frequency
allowed to capture also the bridge vibrations after its
unloading.

Fig. 10 Real-time measurement of a steel bridge deflection under a 40 t
train engine using RTCorr

Fig. 11 Bridge deflection due to loading by a passing train measured near
the midspan
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Conclusion

An optical system for real-time non-contact measurement of
displacements offering an arbitrary number of virtual exten-
someters was presented. In order to reach high sampling rates,
an efficient image registration algorithm based on upsampled
matrix-multiplication DFTwas employed. Using this strategy,
sampling frequencies exceeding 3 Hz can be reached with a
subpixel accuracy, as demonstrated through an experimental
study. After finding an agreement with the outcomes of the
established and well-tested DIC software Ncorr, it can be con-
cluded that the proposed measurements system is comparably
accurate and reliable.

RTCorr was developed primarily for laboratory measure-
ments to overcome inconveniences connected to the use of
strain-gauges or extensometers and to substitute inaccurate
cross-head displacement readings. However, such a solution
is not limited purely to monitoring or control of laboratory
experiments, and it can also be utilized, e.g., for long-term
monitoring of structures as demonstrated by a trial monitoring
of a railway bridge. The use of RTCorr in biomechanical anal-
yses or automatic quality-control on production lines during
non-destructive testing is also envisaged.
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Abstract
Commonly available digital image correlation (DIC) tools are designed to evaluate displacement/deformation fields using
well-optimized correlation functions and computational procedures. However, real-time monitoring at high sampling rates
or tracking motion at predefined locations from large sequence images can be hardly accomplished due to extreme
computational costs. As shown in this paper, a lightweight approach based on the registration of subpixel subset shifts using
discrete Fourier transform (DFT) can easily tackle large sets of images if the measurement is limited to discrete locations. A
simple open-source python software designed for evaluation of displacements using virtual extensometers is described in this
paper, along with the analysis of its performance. It is shown that the DFT-based algorithms outperform a commonly used
DIC package in terms of computational efficiency and required user interactions, without sacrificing precision and accuracy.

Keywords Digital image correlation · Displacements · Motion tracking · Image analysis · Python programming

Introduction

In the early 1980s, Yamaguchi [1] and Peters and Ranson [2]
first proposed the use of digital image correlation (DIC) to
evaluate shifts and deformations of surfaces speckled with
random patterns. The evaluation of a subset displacements
and deformations is usually accomplished in the intensity
domain (gray-scale/rgb fields) by minimizing a correlation
function [3] using various optimization algorithms [4–
7]. The optimization becomes computationaly costly with
an increasing size of subsets, yet correlation of subsets
that do not contain a sufficient number of features to
track results in poor results [8]. Even if the subsets are
large enough, traditional DIC algorithms fail if subsets
exhibit large rotations; this issue was tacked by Zhong
and Quan [9] who proposed a method based on the polar
coordinate system. DIC analysis can be further extended
when employing stereo (3D) DIC to obtain 3D displacement
vectors calculated from a series of image pairs acquired
by synchronized cameras [10–14]. The capability of stereo
DIC come at a cost—the system must be calibrated before
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1 Faculty of Civil Engineering, Czech Technical University
in Prague, Thákurova 7, 166 29 Praha 6, Czech Republic

each measurement and it is computationally much more
demanding than DIC in 2D using a single camera.

DIC has been extensively used in a wide range
of applications, spanning from biomechanics [15, 16]
to structural mechanics [17, 18] or dynamics [19],
from microscopic [20, 21] to large-scale monitoring of
displacements on dams [22] or bridges [23]. The discussions
about the use of DIC for real-time health monitoring of
bridges was promoted by their recent failures [24–26]; the
information about displacements at critical points under a
certain loading can indicate deterioration or overloading of
a structure [27–29] and alert people in case of suspicious
behavior [30, 31].

Despite recent developments in the field of digital
image correlation (DIC) for the measurement of structural
deformations, devices capable of accomplishing continuous
real-time DIC-based monitoring are rarely employed
outdoors. This goal was accomplished by utilizing efficient
image registration algorithms based on discrete Fourier
transform (DFT) [32]. The present work extends the use of
the DFT-based measurement of displacements to the off-
line mode for cases when (i) there are multiple regions
of interests within images to be analyzed and seeding for
DIC analysis becomes laborious, or (ii) the sequence of
images is too large to be processed using conventional
DIC algorithms [15, 33]. The motivation to develop a
DFT-based code for calculation of displacements came
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from our recent projects focused, e.g., on monitoring of
shrinkage cracking [34], measurements of volume changes
for cementitious materials [35], or analysis of drop impact
tests using high-speed cameras.

All DFT-based measurements presented in this paper
were accomplished using an open-source Python software,
PyVEx (Python Virtual Extensometers).1 The code was
optimized to provide all the needed functionalities for
a convenient evaluation of displacements at distinct
locations from a sequence of images without a need for
preprocessing of excessive user interactions. Even though
DFT-based algorithms have been extensively used for image
registration, the presented approach, case studies, and the
developed Python code can benefit researchers preferring
open-source software to black-box mainstream DIC tools.

DFT-Based Image Registration

Using conventional DIC algorithms operating in the
intensity domain (usually grayscale), the evaluation of
subset displacements and deformations is accomplished by
minimizing the correlation function [3–7]. The optimization
becomes more demanding with the increasing size of
subsets, but subsets that are too small do not contain a
sufficient number of features to track, resulting in poor
correlation results [8]. Therefore, a resolution of calculated
displacement/deformation fields and DIC precision are
limited by image resolution and density and sharpness of
the observed random pattern. According to an extensive
study on the biases and accuracy of DIC measurements by
Reu [36], besides the wrong setting of DIC parameters,
lens distortions and changes in camera temperature can
introduce significant inaccuracies in the measurements.
The requirements on equipment and image acquisition for
precise DIC measurements are valid also for the DFT-based
approach to register image shifts.

DFT

The Fourier transform F(α) decomposes a signal, being
a function of time f (t), into the frequencies α the signal
consists of, being the frequency domain representation of a
signal in the time domain. F(α) of f (t) is a complex-valued
function of frequency, whose absolute value represents the
amount of that frequency present in the original function
and the complex argument represents the phase offset in that
frequency [37]. Mathematically, the Fourier transform can
be written as

F{f (t)} = F(α) =
∫ ∞

−∞
f (t) e−2π iαtdt, (1)

1Available at https://omlab.fsv.cvut.cz/software/

where α is a frequency, −2πα is the angular frequency, t

represents time, and i = √−1. In practice the continuous
signal f (t) is measured as a sequence f (x) containing N

consecutive samples, and the function of frequency attains
the form of an array called discrete Fourier transform (DFT)
defined as [38]:

D{f (x)} = F(ξ) =
N−1∑
x=1

f (x) e−2π i xξ
N . (2)

To compute a transformation of the original (time or
spatial) domain into a frequency domain, fast Fourier
transform algorithms (FFT) based on factorizing the DFT
matrix into a product of sparse matrices are used [39,
40]. Such an approach allows reducing the complexity of
computing the DFT from O(N2) to O (N log(N)). The
number of frequencies in F(ξ) always equals the number
of samples in the time/spatial domain. Here, the DFT
extension into two dimensions is illustrated considering
a square matrix N × N representing an image. The
expression equation (1) becomes [41]

D{f (x, y)} = F(ξ, η) =
N−1∑
x=1

N−1∑
y=1

f (x, y) e
−2π i

(
xξ
N

+ yη
N

)
,

(3)

where f (x, y) is the image represented by the matrix of
pixel intensities, while F(ξ, η) having the same size as
f (x, y) represents the image in the frequency domain. The
inverse transform is calculated as

D−1{F(ξ, η)}=f (x, y)= 1

N2

N−1∑
ξ=1

N−1∑
η=1

F(ξ, η) e
2π i

(
xξ
N

+ yη
N

)
,

(4)

where 1
N2 is the normalization term in the inverse

transformation.
Analogically to one-dimensional arrays, DFT decom-

poses an image into its sine and cosine components [42,
43]. Then, each component (pixel) in F(ξ, η) (Fig. 1) repre-
sents a particular frequency contained in the spatial domain
image; the complex valued output which can be displayed
with two images, either with the real and imaginary part
or with magnitude and phase. To obtain the results from
equation (4) in two dimensions, a double sum has to be cal-
culated for each image pixel. Because the Fourier transform
is separable, the expression can be written as

F(ξ, η) = 1

N

N−1∑
y=1

P(ξ, y) e−2π i ηy
N , (5)
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Fig. 1 Gray scale image (left)
transformed to a frequency
domain displayed in a
logarithmic scale (right)

where

P(ξ, y) = 1

N

N−1∑
x=1

f (x, y) e−2π i ξx
N , (6)

Expressing the two-dimensional Fourier transform in the
form of 2N one-dimensional transforms decreases the
number of required computations and allows to use DFT
matrix multiplication for each dimension separately.

DFT is an essential operation in the field of image
processing, especially in filtering, image reconstruction,
or image compression [44]. Moreover, the Fourier trans-
form can be exploited for image registration—translation,
rotation, reflection, and scaling.

DFT-Based Registration

The mathematical principles of the phase correlation
alignment method for measuring translation, rotation, and
scaling are thoroughly described in numerous handbooks
and papers, e.g., [45–48]. The approach proposed by Kuglin
and Hines [49] can be exploited for registering images that
have been shifted relative to each other as described next.

The Fourier transform F(ξ, η) can be decomposed into
its real R(ξ, η) and imaginary part I (ξ, η):

F(ξ, η) = R(ξ, η) + iI (ξ, η), (7)

which can be also expressed using the exponential form as

F(ξ, η) = |F(ξ, η)| eiφ(ξ,η), (8)

where |F(ξ, η)| is the magnitude of the Fourier transform
and φ (ξ, η) is the phase angle [45].

Let f1(x, y) and f2(x, y) be two images which are
related through f2(x, y) = f1(x − x0, y − y0), as indicated
in Fig. 2, and there are no periodic structures in these
images. Their corresponding Fourier transforms F1(ξ, η)

and F2(ξ, η) will be related by

F2(ξ, η) = F1(ξ, η)e−2π i(ξx0+ηy0). (9)

The normalized cross-power spectrum of the two images
f1(x, y) and f2(x, y) with their Fourier transforms F1(ξ, η)

and F2(ξ, η) is defined as

Zf1,f2(ξ, η) = F1(ξ, η) F ∗
2 (ξ, η)

|F1(ξ, η) F2(ξ, η)| = e2π i(ξx0+ηy0) (10)

where F ∗(ξ, η) is the complex conjugate of F(ξ, η).
As the correlation theorem [45] states, the Fourier

transform of the correlation of two images is the product
of the Fourier transform of one image and the complex
conjugate of the Fourier transform of the other. Therefore,
as the shift theorem [49] guarantees, the cross-power
spectrum is equivalent to the phase difference between the
images. However, the cross-correlation must be normalized

Fig. 2 Example of two images
shifted by x0 = 15.5% and
y0 = 21.5%, corresponding to
39.7 and 54.9 px, respectively
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since illumination intensity fluctuations would influence
the measurement. The inverse Fourier transform of the
cross-power spectrum yields a discrete impulse function

δf1,f2(x, y) = D−1{Zf1,f2(ξ, η)}, (11)

which is approximately zero everywhere except at the
coordinates corresponding to the shift (−x0, −y0):

δ(x, y) =
{

1 if (x, y) = (−x0, −y0)

0 otherwise
. (12)

In practice, there is never a sharp peak in δ(x, y) because of
optical noise, mutual rotation of images, and displacements
different from whole pixels.

Subpixel Registration

There are several alternatives how to reach a subpixel
accuracy for image registration: (i) fitting a parabolic
function around the correlation peak [50, 51], (ii) computing
the ratio between pixel values near the correlation peak [52],
or (iii) upsampling the correlation peak in the Fourier
space [53, 54]. The first approach (i) appears to be a bad
solution since it was demonstrated that the peak fitting
methods yield systematic errors [55, 56], while the second
approach (ii) lacks robustness [54]. The algorithms based
on (iii) that involve upsampling the Fourier transform
around the correlation peak appear to be the most robust
and resistant to noise, yet accurate and computationally
efficient [53, 56].

The upsampling in the Fourier transform is a commonly
used technique when enhancing the resolution of an image.
This is accomplished by embedding the image in the Fourier
domain in a larger matrix of zeros (zero padding) and its size
is dictated by the required size of input/output images. In
the case of image registration, the size of correlated images
(pixel subsets) N and required subpixel accuracy κ . The size
of zero-padding band α can be calculated as

α = N(κ − 1)

2
. (13)

Such addition of zero frequencies does not have any impact
on the distribution of features within the image in the spatial
domain since the non-zero frequencies and amplitudes are
preserved and only the number of samples increases. By
applying the same technique on the cross-power spectrum,
a refinement around of correlation peak can be achieved.
A comprehensive study on the impact of parameters N

and κ on the performance of DFT-based calculation of
displacements is provided in our previous [32].

The upsampling of Zf1,f2(ξ, η) by zero-padding of
the product F1(ξ, η) F ∗

2 (ξ, η) and using the inverse DFT
would be a straightforward approach to compute x0 and

y0 with a subpixel accuracy. However, this procedure is
computationally very inefficient since registering an image
with the size of N × N and the required accuracy κ

requires the computation of κN × κN Fourier transforms.
The developed software employs the algorithm proposed
by Guizar-Sicairos et al. [53]. Using their approach, the
upsampling is carried efficiently. It obtains an initial
estimate of the cross-correlation peak by the FFT-based
procedure with the setting of κ = 2. Once the location of
the cross-correlation peak is computed to within half a pixel,
a matrix multiplication implementation of the DFT is used
to refine the estimate of x0 and y0 by calculating the fully
(to the factor of κ) upsampled product F1(ξ, η) F ∗

2 (ξ, η)

in a 1.5κ × 1.5κ region around the initial estimate [57].
This approach was classified as one of the most reliable
algorithms to register images using a phase correlation
method [58, 59].

Image Acquisition

Even though modern cell phones offer seemingly high-
quality photos, the limited size of CCD/CMOS sensors
results in a low signal-to-noise ratio. The noise is
often eliminated using sophisticated correction firmware
and these corrections negatively impact delicate subpixel
measurements. On the other hand, large digital single-lens
reflect (DSLR) cameras with sensors reaching full-frame
size offer images with a high dynamic range, less noise,
and improved quality when acquired in low-light conditions
without artificial enhancements. To fully benefit from large
sensors of DSLRs and avoid high noise-to-signal ratios, it
is necessary to keep the light sensitivity (ISO number) as
low as possible. First of all, strong and constant illumination
should be provided during the experiment. It is also possible
to limit the depth of field by opening the light entrance
pupil, controlled with the aperture (f-number) setting since
only the in-plane deformation can be detected. On the other
hand, high shutter speeds result in dark images but might be
needed for capturing a rapidly changing scene.

Despite the availability of correction algorithms [60–
63], it is of major importance to use high-quality lenses.
The rule of thumb is to use long lenses and zoom
the photographed scene as much as possible. The use
of telecentric lenses eliminates the effects of perspective
and fish eye completely [64], but even in the perfectly
orthographic view, out-of-plane deformations caused by
rotations of an observed object cause errors in 2D-DIC
and should be avoided [15, 65]. Moreover, to reach a very
precise measurement, one has to keep in mind that even
in the case of extremely expensive high-quality telecentric
lenses image distortions may exist due to aberrations and
misalignment of optical elements [63].
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The artificial pattern or natural texture needs to be
adjusted according to the expected displacement field to
maximize measurement accuracy, as speckles can be both
too large and too small for a particular measurement [66].
The random patterns should be isotropic, having high
contrasts, and contain speckles of an appropriate size (as
a rule of thumb, ranging between 2 and 20 px) [67–
69]. Processing the 12 bits of memory per pixel in
RAW image files [70] to yield compressed images [71]
must be also accomplished carefully to avoid excessive
compression and elimination of fine pattern features [8].
Lossy compression can therefore lower correlation peaks
and hence the precision of a calculation. To test the texture
quality, several measures have been proposed, such as the
mean intensity gradient [72] or Shannon entropy [73–75].

Case Studies

It is indisputable that the efficiency of DFT-based registra-
tion makes the method suitable for real-time measurements,
especially when using computers with limited computa-
tional power. However, the same algorithms are suitable also
for batch processing of a large amount of data, e.g., gener-
ated by long-term measurements or, typically, by high-speed
cameras. The presented studies were selected as represen-
tative cases demonstrating the capabilities of the devel-
oped PyVEx software. The efficient algorithms enabled
fast evaluation of displacements as opposed to tedious and

time-consuming use of a conventional DIC software requir-
ing user interactions and more computational power in
terms of CPU and RAM. In the following examples,
Ncorr [76, 77] was selected as a representative mainstream
DIC software to compare the performance and evaluate the
benefits of lightweight algorithms implemented in PyVEx.

Validation of the Algorithm

Unlike the following studies demonstration of the prac-
ticality of the lightweight approach, this study presents
a simple laboratory experiment whose purpose was to
present the accuracy of the DFT-based registration approach
and complement the verifications presented in our previ-
ous work [32], including large-displacement mode when
the subset changes its location as the underlying scene
deforms.

A prescribed sinusoidal motion of a sample attached to
a hydraulic actuator was captured in a laboratory using
the Canon EOS 70D DLSR camera with a 4684×2185 px
resolution. The distance between the camera and the moving
steel plate was approximately 1.5 m, and the focal length
(zoom) was set to 55 mm, yielding the metric-to-pixel-scale
equal to 0.302 mm/px.

The measurement accuracy is demonstrated in Fig. 3.
Theoretically, the precision could reach up to 1/256 px
(κmax = 256) for 8 bit monochrome/24-bit color images.
Despite optimal measurement conditions, there was a
measurement error approximately 3×10−2 px/10−2 mm,

Fig. 3 Comparison of the
prescribed vertical
displacements uy evaluated with
PyVEx and Ncorr (top) and
deviations from the prescribed
curve ūy(t) = sin(2π 0.017 t)

(middle), and differences
between the deviations of
measurement by PyVEx and
Ncorr (bottom)
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Fig. 4 Monitoring of displacements in the laboratory, the specimens
and the DLSR camera connected to an external power source and a
triger

however, this deviation from the prescribed vertical dis-
placements are almost identical for measurements by Ncorr
and PyVEx, indicating rather imperfect actuation. The
difference between PyVEx and Ncorr did not exceed
0.006 mm, being about 2% of the measured displacement;
for comparison, state-of-the-art laser-based axial exten-
someters have accuracy of about 0.001 mm but very limited
measurement range.

Long-Term Concrete CreepMeasurement

The first study was focused on the evaluation of deflections
due to rheology on 7×3 simply supported concrete beams
(Fig. 4) subjected to various drying conditions, each with
5 distinct targets (yielding 102 regions of interest in total).
The evolution was captured at irregular intervals reflecting
the expected rate of deformation, yielding 1491 images
over one year of monitoring; again Canon EOS 70D DLSR
camera was used for the image acquisition. For reference,

the displacements were also measured manually using
digital indicators [78] (Fig. 5). The initial elastic deflection
due to self-weight is not included in the measurement.

The long-term study of rheology in concrete is funda-
mental for the research and calibration of advanced material
models for creep and shrinkage and interpretation of data is
not within the scope of this paper. Here, only the midspan
deflection of two selected beams was analyzed to evaluate
the performance of different DIC approaches.

One beam (specimen 4a) was subjected to symmetric
drying (from the upper and lower surfaces) causing severe
microcracking due to nonuniform and internally restrained
drying shrinkage. The other beam (specimen 6a) was
continuously loaded by external weights located L/5
from the supports and subjected to non-symmetric drying
limited to the upper surface. In the compressed areas (top
surface except above supports), the tensile stresses were
eliminated due to compression caused be bending. For
this reason, the influence of microcracking on deflection
could be neglected. The delayed deflection can be primarily
attributed to non-symmetric drying shrinkage and only
partially to creep. The joint action results into a deflection
line very close to 2nd-order parabola; therefore, the beam
6a was selected for the analysis of curvature development
presented next. The cross-sectional height and span of the
4a beam were equal to 100 mm and 2.5 m, respectively; the
6a beam was 200 mm high and spanning 3 m.

The measurement conditions were far from optimal—
illumination changed rather significantly (Fig. 6), lab
personnel sabotaged the measurement by ignoring the
ongoing measurement and frequently blocked the view
onto a portion of targets attached to the specimens, the
random pattern placed on the targets lacked small-scale
speckles, temperature changes influenced the focus and
hence sharpness of the images, and the resolution of
0.65 mm/px was not satisfactory considering rather small
deflections. Despite these obstacles, the agreement between
manual measurements and PyVEx results was good and
consistent (Fig. 7). The deviations from the manually
measured data on the 4a specimen correspond to periods
of overexposure causing losses in the resolution of the
observed random pattern. It turned out that the DFT-
based approach outperforms the traditional intensity-based
correlation algorithms implemented in the Ncorr software if
a poor pattern is present and light conditions are not optimal.

Fig. 5 Manual measurement of
displacements at selected
cross-sections using gauges
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Fig. 6 Fixed window extracted
from images taken at different
light conditions and temperature,
which influenced the focus and
hence image sharpness

The calculation of curvature ρ(t) from measured
displacements at quarters of the beam 6a and at its midspan
(Fig. 8) demonstrates precision and accuracy of the DIC
measurements. The evolution of curvature (assumed as
constant along the beam axis) can be calculated from the
vertical deflection w(t, ζ ) as

ρ(t) = 2w(t, ζ )

ζL − ζ 2
, (14)

where L is the span of the beam between supports (3 m)
and the local coordinate ζ has its origin at the left support.
Curvatures were evaluated for all monitored cross-sections
(ζ = 0.25 L, 0.5 L, 0.75 L) separately, from which mean
values and standard deviations were calculated for each time
image.

Despite the utilization of a powerful custom-built desktop
computer equipped with an Intel 12 core i7-5820K 3.3 GHz
CPU and 64 GB RAM, it was possible to evaluate only
two beams at a time not to run out of memory. Moreover,
the sequence of images had to be significantly reduced by
retaining only each fifth image. Using Ncorr, processing of
each seed took 11.8 s per image, and correlation of two
targets took on average 5.6 s (for subset radius 70 px and

spacing 4 px, small-strain mode). In total, without the time
needed for numerous user interactions, the calculation for
all regions of interest and 1491 images using Ncorr would
have taken about 608 h, not considering user interactions
such as seeding and data evaluation. On the other hand,
PyVEx allowed to painlessly evaluate the displacements
within 6 hours, requiring only to define the position of
extensometers within the reference image and a metric
scale.

Audio Recovery from Sound-Induced Vibrations

High-speed imaging enables the investigation of the
dynamic behavior of structures and materials. Even though
the DIC algorithms are rate-independent, many software
tools are unable to process hundreds of thousands of images
documenting a dynamic event. Here, the advantage of using
computationally efficient algorithms implemented in the
PyVEx software is demonstrated by processing over 80,000
images at which minute vibrations of a plant’s leaf due
to sound excitation could be detected. The reproduction of
the experiment presented by Davis et al. [79] demonstrates
offline capabilities of the DFT-based image registration for
measurement of displacements and recovery of an audio

Fig. 7 Evolution of midspan
deflection for beams 4a (left)
and 6a (right); comparison
between manually measured
data using gauges and DIC
results provided by Ncorr and
PyVEx. Time t − t ′ (horizontal
axis) represents the duration of
measurement starting from the
start of loading, t ′
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Fig. 8 Evolution of beam 6a curvature calculated from displacements
at the quarters and the midspan; the thick solid lines represent
mean values for each measurement and the shades represent the
corresponding standard deviations

signal from the sequence of images recorded using a
high-speed camera. Such an approach mimics traditional
microphones that convert the motion of a diaphragm into
an electrical signal. Here, a microphone diaphragm was
replaced with a withered part of a potted plant’s leaf
partially covered with an artificial random pattern (Fig. 9).
The images were taken using an iX i-SPEED 726 high-
speed camera equipped with a CMOS sensor with a 13.5 μm
pixel size at a frame rate of 20,000 fps and 1344×978 px
resolution.

The experiment fully tested the efficiency of the
proposed methodology for calculation of local displacement
fields; the 4 second-recording at 20,000 fps yielded an
enormous amount of images to be processed and commonly
used DIC software could not handle such an amount of

data. Using PyVEx, the calculation of 50×50 subset’s
displacements with 1/200 px accuracy took only about
7 minutes using an average laptop (Lenovo T480, equipped
with Intel i5-8250U CPU 1.6 GHz, 8 cores).

First, synthetic tones of 200, 400, 600, 800, and 1000 Hz
were played by a loudspeaker to validate the procedure.
It can be seen from the spectral analysis presented in
Fig. 10 that the frequency peaks of the reproduced sound to
match those played by the loudspeaker. The observed potted
plant’s leaf resonated with a different normalized amplitude
for each frequency.

After the successful validation, a piano solo of
Beethoven’s famous composition Für Elise was played by
the loudspeaker and the leaf vibrations were monitored.
The sound reproduced from the leaf displacements could be
easily recognized by a human and the similarity is demon-
strated by a sound spectra plot shown in Fig. 11. The
presented audio recovery procedure is sensitive to noise at
low frequencies (lower than 300 Hz) and the noise presented
in the recovered signal can be attributed to the movement
of the camera induced by a cooling fan. Vibrations of the
leaf due to the draft were eliminated by a high-pass filter
eliminating all displacements with a frequency lower than
200 Hz.

Conclusion

The present work extends the use of the DFT-based
measurement of displacements with subpixel accuracy
to off-line mode. This lightweight approach enabled the
evaluation of displacements from a large sequence of
images without the need for tedious user interactions. The
algorithms and procedures were implemented in a simple
freely available open-source python software PyVEx,
whose performance was compared with a commonly

Fig. 9 Experimental setup: leafs
of potted plant excited by a
sound from a loudspeaker
(observed part of the leaf
surface zoomed-in); a powerful
LED illumination was required
for high frame rate recording
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Fig. 10 Comparison original
and recovered synthetic tones of
200, 400, 600, 800, and
1,000 Hz using spectral analysis

used DIC software Ncorr, along with the assessment
of precision and accuracy. It was demonstrated that
the lightweight DFT-based image registration approach
significantly outperformed conventional algorithms if the
measurements were limited to distinct locations. Not only
PyVEx performed about 100× faster, but it also provided
more accurate results in the case of long-term experiment
hindered by poor illumination of the scene and changing
sharpness of the images.

The lightweightness of the proposed approach comes at
a cost. By evaluating displacements solely at the points
of interest prevents from relocating virtual extensometers
in the post-processing. Moreover, having the information
about displacements only for discrete points requires
anterior knowledge about anticipated deformation fields

and unexpected behavior of structures can be easily
misinterpreted.

Regarding the measurement accuracy, DIC has no
inherent lenght-scale and it depends mostly on the pixel-
to-length ratio. Precision can be stronly affected by lens
distortions, changes in camera temperature, or unwanted
camera or sample motion. Therefore, both accuracy and
precision cannot be quantified in general terms and careful
design and execution of the experiment is always required.
In this study, it was demonstrated that both accuracy and
precision are within 2% of the measured displacements
in optimal laboratory conditions and within 4% (after
elimination of corrupted data) in non-optimal setting of
the experiment in terms of pixel-to-length ratio, lighting,
camera focus, and temperature changes.

Fig. 11 Comparison original
and recovered beginning of the
Mozart’s Für Elise spectral
analysis
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R. Hlůžek, J. Trejbal, V. Nežerka et al., Improvement of bonding between synthetic fibers and
a cementitious matrix using recycled concrete powder and plasma treatment: from a single
fiber to FRC, European Journal of Environmental and Civil Engineering (2020) 1–18, doi:
10.1080/19648189.2020.1824821

Author’s contribution: DIC, design and preparation of experiments, programming.

https://doi.org/10.1080/19648189.2020.1824821
https://doi.org/10.1080/19648189.2020.1824821


Improvement of bonding between synthetic fibers
and a cementitious matrix using recycled concrete
powder and plasma treatment: from a single
fiber to FRC
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ABSTRACT
Poor adhesion of synthetic macro fibers to a cementitious matrix limits
their reinforcing capacity when used in fiber-reinforced cementitious com-
posites (FRCCs). As a remedy to this problem, high concentrations of fibers
must be incorporated into such mixtures, which makes their dispersion in
fresh mixtures difficult to achieve. Several strategies have been adopted to
improve bonding between synthetic fibers and a cementitious matrix, but
most of them cause deterioration of fiber properties. In previous studies,
plasma treatment of polymer fibers and strengthening of the fiber-matrix
interface using recycled concrete powder (RCP) increased pull-out resist-
ance at a scale of a single fiber. Here, it was found that these results can-
not be easily scaled, and the tension-softening behavior of FRCCs can be
influenced negatively, despite positive pull-out test results, due to random
orientation of fibers. Treating fibers with plasma appears reasonable at any
scale, but RCP matrix modification must be carefully performed.
Nevertheless, RCP may contribute to more sustainable concrete mixtures
and considering its use when designing FRCC elements is recommended.
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1. Introduction

In the set of cementitious materials, the use of plain concrete is limited to a very narrow range of engin-
eering applications due to its low tensile strength and brittle nature. This limitation can be overcome by
reinforcement, rendering concrete stronger and more ductile (di Prisco et al., 2009; Li, 2003; Maalej et al.,
1995; Meddah & Bencheikh, 2009; Zhang & Li, 2002). Steel bars or meshes have been traditionally used
for this purpose, but in some applications, it is advantageous to complement or even replace such dis-
crete reinforcement by using fibers (di Prisco et al., 2009; Mazaheripour et al., 2011; Mohammadi et al.,
2008; Oh et al., 2007). FRCCs can be produced using steel (Cagatay & Dincer, 2011; Kim & Yoo, 2019; Lee
& Kim, 2010; Tiberti et al., 2015), glass (Ali & Qureshi, 2019; Kasagani & Rao, 2018; Schwartzentruber et al.,
2004), carbon (Hambach et al., 2016; Lavagna et al., 2018; Xu & Chung, 1999), natural (Krishna et al.,
2018; Razak & Ferdiansyah, 2005; Zakaria et al., 2020), and synthetic fibers (Kotecha & Abolmaali, 2019; Li
et al., 2018; Ochi et al., 2007; Trejbal et al., 2016).

Synthetic fibers have become a popular alternative to steel fibers because of their high tensile
strength, low density, ease of dispersion, relatively low cost, and resistance to chemicals within
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cementitious materials (Bordelon & Roesler, 2014; Foti, 2016; Kim et al., 2010; Sadrinejad et al., 2018; Silva
et al., 2005; Zheng, 1995). Furthermore, the ends of soft synthetic fibers protruding from FRCC elements
do not pose a risk of injury and are also less harmful to concreting machines (Lu�n�a�cek et al., 2012). Even
though strong synthetic macro fibers have become broadly accepted by engineers as reliable concrete
reinforcements, their limited ability to adhere to a cementitious matrix limits their capacity (Bartos, 1981;
Foti, 2019; Lee et al., 1997; Li et al., 1987; Singh et al., 2004). In turn, fibers must be added to a mixture
in concentrations high enough to sustain stresses and can become tangled and difficult to homoge-
neously disperse within mixtures. Various strategies have been developed to make synthetic fibers more
hydrophilic and to increase their bonding with a matrix in order to enable use of lower fiber concentra-
tions in mixtures. Wet chemical treatment and flame treatment cause fibers to be weaker and more brit-
tle (Felekoglu et al., 2009), while micro-indentation reduces fiber cross-section and cannot be
implemented in the case of fibers with small diameters (Singh et al., 2004). Cold plasma treatment
appears to be a suitable, non-damaging alternative with controllable outcomes (Felekoglu et al., 2009;
Grundke et al., 2015; Li et al., 1997; Tosun et al., 2012; Wang & He, 2006). Even though plasma can acti-
vate polar groups on a surface of polymers and promote chemical bonding (Li et al., 1997; Mittal, 2004;
€Oktem et al., 2000; Tosun et al., 2012), such activation can be very unstable and temporary (Trejbal et al.,
2018); increased bonding can be attributed to fiber surface roughening due to ion beam bombardment.

The properties of the interfacial transition zone (ITZ) in the vicinity of fibers can be also modified to pro-
mote fiber bonding and to increase pull-out fiber resistance (Leung et al., 2005; Li & Stang, 1997; Maida
et al., 2018; Trejbal, 2018; Trejbal et al., 2015). Adding nano-fillers into a concrete mixture modifies the ITZ
by reducing porosity (Bentz et al., 2000; Bentz & Stutzman, 1994; Han et al., 2015; Park & Lee, 2013). In previ-
ous studies (Hlů�zek & Trejbal, 2019; Trejbal et al., 2018), pull-out resistance at the scale of a single fiber was
shown to increase with the addition of finely ground recycled concrete containing sharp fragments into
mixtures (Pro�sek et al., 2020), especially when combined with plasma treatment. A hypothetical mechanism
for this process is presented in Figure 1. Meaningful utilization of recycled concrete powder (RCP) would
likely be beneficial for environmental reasons, because such subsieve fractions constitute up to 50% of
crushed concrete weight (Ma & Wang, 2013; Shui et al., 2008) and there is, to the best of our knowledge, no
clear way to reuse this kind of waste (Anastasiou et al., 2014; Cartuxo et al., 2015; Evangelista & de Brito,
2014, 2019). In this study, the focus was on upscaling the results from a single fiber to fiber-reinforced pastes
and fiber-reinforced concrete (FRC) to see if plasma treatment and the addition of RCP to mixtures were effi-
cient and led to improved tension-softening behavior in such cementitious composites.

2. Materials and methods

The composition of tested mixtures, design of specimens, and the experimental agenda were proposed
in such a way to reveal the role of RCP and plasma treatment on the strength of specimens at multiple

Figure 1. Hypothetical reinforcement of fiber-matrix interfaces with the combination of plasma treatment and the addition of
RCP; (A) no reinforcement, (B) roughening of a fiber using plasma treatment, (C) a plasma treated fiber and interlocks provided
by RCP.
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scales. The study involved two fiber types, but a comparison between the performance of these fibers
was out of scope of this study; the emphasis on revealing the role of RCP and plasma treatment is
reflected by ordering of specimens in tables and figures throughout this paper.

2.1. Used materials

The input materials for the production of cementitious pastes and concrete were selected based on find-
ings from previous studies (Ne�zerka et al., 2019; Pro�sek et al., 2019, 2020). An ordinary PC CEM I/42.5R
(EN 197-1:2001, 2001) was selected for production of pastes and concrete. A recycled drainage channel
was the source of RCP. The channel, which had been stored in a warehouse for approximately four years,
was made of class C 20/25 (EN 1992-1-1:2004, 2004) unreinforced prefabricated concrete. The channel
was crushed, and coarse fragments were further processed, yielding a 0-1mm fraction, using a high-
speed Lavaris SKD 600 electric mill (2� 30 kW). Table 1 provides a comparison of PC and RCP size charac-
teristics analyzed using laser granulometry (a Fritsch Analyssete 22 Micro Tec Plus device). The Blaine
method (Matest E009 device) was used to determine the specific surface.

Sieving was used to determine the grading of the pit sand and basalt aggregate used for production
of concrete (Table 2).

Two types of polymer macrofibers commonly used in the construction industry were used to study
the impact of plasma treatment and the addition of RCP on the cementitious matrix of mixtures studied.
These polypropylene (PP)/polypropylene-polyethylene (PE) fibers differed mainly in shape and mechanical
properties, see Figure 2 and Table 3. The PP fibers, having a round cross section, were primarily intended
for the production of brushes, while the PPþ PE fibers having a flat cross-section were originally
designed to perform well as concrete reinforcement by their manufacturers.

Table 1. Size characteristics, PC and RCP.

Sauter mean diameter, d32 [mm] De Brouckere mean diameter, d43 [mm] Specific surface [m2/kg]

PC 2.65 18.5 380
RCP 3.71 9.98 460

Table 2. Aggregate grading.

Sand Gravel

Sieve size [mm] 0 0.0625 0.125 0.25 0.5 1.0 2.0 4.0 8.0 16.0
Sand passing [%] 0 2.08 3.51 5.40 9.13 16.45 29.74 52.50 78.88 100.00

Figure 2. Fibers used in this study: (A) straight PP fibers (round cross-sections), (B) twisted PPþ PE fibers (flat cross-sections).

Table 3. Characteristics of fibers.

Cross-section Material Shape Diameter [mm] Length [mm] Tensile strength [MPa] Young’s modulus [MPa]

Round PP Straight 305 55 440 6100
Flat PPþ PE Twisted 408 55 610 5170
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2.2. Mixes and specimens

Three experimental set-ups operating at different length scales were created to reveal the role of fiber-
interface modifications at various scales and the scalability of results obtained by wettability and pull-out
tests (Figure 3).

First, the ability of fibers to bond to cementious pastes was assessed using pull-out tests (scale L¼ I).
A single fiber per specimen was embedded in 25� 20� 25mm molds filled with fresh pastes. The
anchoring length was equal to the height of the specimens, i.e. 25mm. Eight sets of specimens, each
containing different combinations of a paste (pure PC paste and pastes containing different amounts of
PC and RCP), fiber type (round and flat), and treatment (untreated or plasma-treated) – see Figure 4 –
were prepared and tested. Each set (mixture) at L¼ I was represented by six specimens. The composition
of individual mixtures is provided in Table 4.

The same mixtures were tested at scale L¼ II using 40� 40� 100mm specimens; only the fibers were
incorporated into the mix in a concentration equal to 1.35% of the weight of binder materials (PC/PC

Figure 3. Geometry of specimens tested at the scale of a single fiber (L¼ I), fiber-reinforced paste (L¼ II), and FRC (L¼ III); the
arrows indicate the direction of prescribed displacement during testing.
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and RCP combined). This concentration was selected based on findings by other authors (Khaloo et al.,
2014; Machovi�c et al., 2013; Ochi et al., 2007) and findings from previous studies (Trejbal et al., 2016;
2018). The high water-to-binder ratio (w/b� 0.4) facilitated dispersion of fibers. Each mixture at L¼ II was
represented by six specimens.

100� 100� 400mm FRC specimens at scale L¼ III were prepared according to EN 14845-1 (BS EN
14845-1:2007, 2007) and EN 14651 (BS EN 14651:2005, 2005) standards, requiring: maximum aggregate
size equal to 16mm, maximum PC amount 350 kg/m3, and water-to-cement ratio w/c¼ 0.55. The concen-
tration of fibers, 0.75% of mixture volume, was selected to facilitate dispersion and sufficient workability.
This concentration also ensured a plateau in the load-deflection diagrams and hardening following a
drop after the matrix failure during three-point bending tests. FRC mixture workability was enhanced by
using a Stachement 2180 FM plasticizer, produced by Stachema CZ. Here, RCP replaced sand and the
amount of PC was kept constant to rule out the impact of a poor cementitious matrix on the tensile
parameters due to an insufficient amount of PC in the mix. Table 5 provides a summary of the concrete
mixtures. Each mixture at L¼ III was represented by six specimens. Similar FRC mixtures have also been
tested by other authors (Buratti et al., 2011; Maida et al., 2018; Nobili et al., 2013; Paegle et al., 2016).

All specimens were compacted and kept completely sealed at 22± 1 �C for 24 h prior to unmolding.
They were then submerged in tap water for 27 days. After this period, the specimens at L¼ II and III were

Figure 4. Key for naming mixtures and specimens.

Table 4. Composition of paste mixtures at L¼ I and II.

Mixture

Input materials [wt.%]

w/b Fiber typePC RCP Fibers (only at L¼ I) Water

C-R 70.75 – 0.95 28.3 0.40 round, untreated
C-RP round, treated
R-R 42.15 28.10 28.8 0.41 round, untreated
R-RP round, treated
C-F 70.75 – 28.3 0.40 flat, untreated
C-FP flat, treated
R-F 42.15 28.10 28.8 0.41 flat, untreated
R-FP flat, treated

Table 5. Composition of FRC mixtures at L¼ III.

Input materials [kg/m3]
w/c Fiber type

Mixture RC RCP Sand Gravel Gravel Fibers Water Plasticizer

0–4mm 4–8mm 8–16mm
C-R 350 – 870 100 860 6.825 192.5 3.0 0.55 round, untreated
C-RP round, treated
R-R 174 696 round, untreated
R-RP round, treated
C-F – 870 flat, untreated
C-FP flat, treated
R-F 174 696 flat, untreated
R-FP flat, treated
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partially cut at midspan with a water-cooled diamond circular saw to produce 2 and 5mm thick notches,
respectively, reaching 1/3 of the height of specimens.

2.3. Plasma treatment

Low pressure, inductively coupled oxygen plasma was used to treat the smooth and chemically inert
fibers. This treatment makes surfaces more hydrophilic by reducing surface energy (Mittal, 2004; Mutlu
et al., 2008; €Oktem et al., 2000) and creating microscopic dents (Trejbal et al., 2016). A Tesla VT 214
device (50 sccm oxygen flow, 56 Pa gas 100 pressure) was used to induce cold plasma. Based on previous
research (Trejbal et al., 2018), an optimal treatment for macroscopic polymer fibers was employed: a
power supply of 100W for 30 s.

2.4. Microscopy

A FEG SEM Merlin ZEISS scanning electron microscope (SEM) equipped with Schottky emission cathodes
and a detector for secondary electrons was used to investigate the surface topology of fibers before and
after plasma treatment. Fiber surfaces were coated with platinum dust (3 nm thick) in an argon atmos-
phere in order to provide the required electric conductivity. The accelerating voltage was set to 5 kV and
the current to 120 pA.

2.5. Contact angle measurement

Static contact angles were evaluated using images of fibers submerged in demineralized water. An in-
house software, CAMTIA (Ne�zerka et al., 2018), was used to quantify changes in wettability due to plasma
treatment. A single-lens reflex Canon EOS 600D digital camera was used for taking images of fibers half-
submerged in distilled water. The camera was equipped with a Tamron 70–300mm objective lens and a
grey neutral-density filter. Backlight illumination was provided by an LED lamp together with a dispersing
screen. The images were taken one day after plasma treatment. Ten fibers represented each set.

2.6. Destructive testing

The pull-out tests at L¼ I were displacement controlled at a rate of 2mm/min, using Veb Tiw Rauenstein
FP 100 loading frame. The specimens were fixed with self-tightening clamps, while fiber free-ends were
anchored using special clamping jaws to prevent notch formation. The response of fibers during pull-out
testing was evaluated in the form of force versus free-end displacement diagrams; displacements were
recorded using an in-built linear position sensor.

The same frame was used for testing of notched specimens in three-point bending at L¼ II and L¼ III,
but the displacements were evaluated using RTCorr in-house digital image correlation (DIC) software
(Anto�s et al., 2019). These results were verified using the Ncorr DIC package (Blaber et al., 2015; Ne�zerka,
n.d.) on selected specimens. The three-point bending tests were displacement-controlled at a rate of
1mm/min to provide sharp images for DIC analysis.

3. Results and discussions

3.1. Treatment impacts on morphology and wettability of fibers

Changes in the surface morphologies of the investigated fibers were observed using SEM under a 12k�
magnification. The microscopy images presented in Figure 5 show that the longitudinal grooves formed
during the extrusion of round PP fibers were more pronounced after plasma treatment. Moreover, surface
roughening due to plasma treatment was more significant for flat PPþ PE fibers, making their effective
area larger. The longitudinal grooves and loose polymer droplets on their surfaces were eliminated, but
newly formed transversal fissures emerged.

To measure fiber surface wettability, the mean of contact angles measured between the menisci of
the water level in the vicinity of a fiber and the fiber itself was used. The measurements revealed that
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plasma treatment rendered fibers more hydrophilic and resulted in a decrease of contact angles, as
shown in Figure 6. The results summarized in Table 6 indicate that hydrophilization resulting from plasma
treatment was more efficient for round fibers.

3.2. Performance of fiber reinforcement at different scales

To compare the performance of individual fiber/matrix configurations, pull-out/bending forces F0.5, F1.5,
F2.5, and F3.5, respectively, were evaluated at CMOD levels 0.5, 1.5, 2.5, and 3.5, following the method-
ology proposed in the EN 14651 (BS EN 14651:2005, 2005) standard. Locations of virtual extensometers
for evaluation of deflections and CMOD using DIC are plotted in Figure 7. According to Li et al. (1991)
and Li and Leung (1992), the maximum interfacial shear stress, smax ¼ Fmax/Cf le, is related mainly to
chemical bonding, while after reaching a maximum force during fiber pull-out, the magnitude of inter-
facial shear stress is exclusively related to mechanical bonding. Cf and le refer to a fiber circumference
and effective fiber length, respectively. By capturing post-peak behavior during mechanical loading, the
impact of plasma treatment and the presence of RCP could be assessed from the displacement-controlled

Figure 5. Surface of fibers under 12k� magnification: (A) an untreated round fiber, (B) a treated round fiber, (C) an untreated flat
fiber, and (D) a treated flat fiber.

Figure 6. Silhouettes of water level and partially submerged fibers showing the impact of plasma treatment contact angles u: (A)
an untreated round fiber, (B) a treated round fiber, (C) an untreated flat fiber, and (D) a treated flat fiber.

Table 6. Contact angles for untreated fibers and fibers subjected to 30 s plasma treatment.

Fiber Round Round treated Flat Flat treated

Contact angle [�] 88.3 ± 0.6 29.1 ± 5.2 82.6 ± 4.6 36.9 ± 3.0

Figure 7. Maps of principal strain on C-RP specimens at L¼ II (left) and III (right) evaluated using Ncorr software (Blaber et al.,
2015; Ne�zerka et al., 2016) and position of virtual extensometers 1a–1b and 2a–2b for evaluation of CMODs and deflections using
RTCorr software (Anto�s et al., 2019).

EUROPEAN JOURNAL OF ENVIRONMENTAL AND CIVIL ENGINEERING 7



loading of notched specimens. All measured force-displacement curves are provided in Appendix A,
Figures A1–A10, along with the summary of these results in Tables A1–A3.

Force-displacement diagrams at the scale of a single fiber pull-out, L¼ I, exhibited an almost bilinear
relationship without significant drops after fiber debonding for both types of fibers. The stiffer response
and higher pull-out strength for flat fibers, compared to round ones, can be attributed to their larger
effective surface areas. To assess the impact of plasma treatment and the presence of different amounts
of RCP in specimens, a summary of average values Fmax for individual mixtures normalized by Fmax for a
reference configuration (cement paste and untreated fibers) is provided for round and flat fibers in
Figures 8 and 9, respectively. In these plots, plasma treatment increased Fmax at L¼ I, regardless of fiber
type and matrix composition. The addition of RCP led to greater pull-out resistance except for untreated
round fibers, which had the smoothest surface. In other cases, the impact of plasma treatment and RCP
additions was significant, increasing Fmax by 30–63%.

For three-point bending test results at levels L¼ II and III, F3.5 averages were compared. F3.5 was
selected as the most appropriate indicator of residual post-peak strength because the course of force-dis-
placement curves stabilized before reaching a CMOD level of 3.5mm, the point at which their tangents
were nearly parallel.

Figure 9. Effect of RCP in a cementitious matrix and plasma treatment of flat fibers on performance of specimens at L¼ I, II, and
III; the results for modified specimens are related to the results for reference configuration C-F.

Figure 8. Effect of RCP in a cementitious matrix and plasma treatment of round fibers on performance of specimens at L¼ I, II,
and III; the results for modified specimens are related to the results for reference configuration C-R.
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The positive impacts of plasma treatment for L¼ I were also reflected in the performance of fiber-rein-
forced pastes at L¼ II. Pastes containing plasma-treated fibers were 15–56% stronger than their counter-
parts containing untreated fibers. On the other hand, the addition of RCP to pastes at L¼ II reduced their
residual strength. Only in combination with plasma-treated fibers did the addition of RCP to reference
mixtures not cause residual strength to deteriorate.

At L¼ III, the matrices containing RCP performed even worse. The bond strengthening resulting from
plasma treatment increased residual strength less than for L¼ I and L¼ II, but the increase by 11–37% in
mixtures without RCP cannot be considered negligible. Adding RCP to mixtures at L¼ III resulted in
reducing residual strength by up to 23% for untreated round fibers.

The ‘unscability’ of pull-out test results can most likely be attributed to substantial differences in the
micromechanical behavior of matrices at the distinct scales. Matrices containing RCP are weaker (Pro�sek
et al., 2020), which can amplify the impact of snubbing if fibers are not perpendicular to a fracture plane
(Li, 1992; Morton & Groves, 1976). Pull-out of these inclined fibers may result in a failure of the matrix
weakened by the presence of RCP as in the research by Hong et al. (Hong et al., 2020). The effect of
bond strength might be counteracted by the impact of fibers on porosity, homogeneity (Khaloo et al.,
2014), and microstructure development during hardening (Leung et al., 2005; Shen et al., 2008) at the
scale of FRC, but an examination of these impacts was beyond the scope of this study.

4. Conclusion

This study assessed the impacts of plasma treatment and RCP added to specimens on their tension-soft-
ening behavior. Pull-out forces at scales of a single fiber, reinforced cementitious paste, and FRC were
examined. Among the most important findings:

1. Plasma treatment affected the morphology of fibers, making them rougher and less hydrophobic,
2. Plasma treatment and additions of RCP to paste/concrete mixes led to most significant effects at the

scale of a single fiber pull-out and least significant at the FRC scale,
3. Plasma treatment led to enhanced bonding of fibers to a cementitious matrix and increased pull-

out/residual strength for all specimens examined in this study,
4. The addition of RCP to specimens was advantageous only for the single fiber pull-out and for flat

PPþ PE fibers, but it appears that plasma treatment may diminish or reverse any negative effects of
adding RCP to a mixture.

Based on these findings, plasma treating of synthetic macro fibers before producing any fiber-rein-
forced cementitious composite appears to be beneficial. Despite relatively low cost of low-pressure
plasma treatment (about e0,5/h), the procedure is slow and therefore not feasible for real-world applica-
tions. This limitation can be overcome by employing plasma treatment induced at atmospheric pressure.

For increasing the residual strength of such composites, RCP additions appear to weaken a cementious
matrix and thus cannot be recommended because a weakened matrix is susceptible to failure when fiber
pull-out is not perpendicular to a crack plane. However, replacing large amounts of PC/sand with RCP in
cement mixtures and further improving the performance of such mixtures using plasma treatment may
still hold promise. This concept is worth investigating in future studies due to the potential environmen-
tal benefits of using RCP in a sustainable manner.
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Appendix A. Load-displacement diagrams

Figure A1. Load-displacement diagrams recorded during pull-out tests on round fiber specimens at L¼ I.

14 R. HLŮŽEK ET AL.



Figure A2. Load-displacement diagrams recorded during pull-out tests on flat fiber specimens at L¼ I.

Table A1. Averages and standard deviations for maximum force Fmax and forces at displacements 0.5, 1.5, 2.5, and 3.5 (F0,5,
F1,5, F2,5, and F3,5, respectively), measured during pull-out tests at L¼ I for individual fiber/matrix configurations.

Set of specimens Fmax [N] F0.5 [N] F1.5 [N] F2.5 [N] F3.5 [N]

C-R 10.5 ± 1.56 6.3 ± 0.54 9.9 ± 1.07 9.0 ± 1.85 9.2 ± 2.32
C-RP 13.7 ± 1.22 7.0 ± 0.78 13.1 ± 0.92 13.0 ± 1.61 11.9 ± 1.66
R-R 9.7 ± 0.63 5.4 ± 0.26 9.3 ± 1.01 7.9 ± 0.44 8.0 ± 0.84
R-RP 14.7 ± 3.00 8.1 ± 1.74 14.1 ± 2.86 13.3 ± 3.10 12.3 ± 3.34
C-F 23.0 ± 1.07 13.1 ± 4.80 21.4 ± 0.90 18.0 ± 2.35 17.7 ± 2.50
C-FP 37.6 ± 2.93 19.1 ± 2.56 35.3 ± 2.49 34.6 ± 3.99 32.8 ± 3.24
R-F 34.1 ± 3.83 14.0 ± 3.76 32.2 ± 2.84 30.4 ± 6.50 24.3 ± 6.47
R-FP 34.8 ± 12.36 13.8 ± 3.87 31.1 ± 9.17 33.8 ± 12.81 30.4 ± 12.36

Figure A3. Deflection of specimens reinforced with round fibers tested at L¼ II.
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Figure A4. Deflection of specimens reinforced with flat fibers tested at L¼ II.

Figure A5. CMOD measured on specimens reinforced with round fibers tested at L¼ II.

Figure A6. CMOD measured on specimens reinforced with flat fibers tested at L¼ II.
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Table A2. Averages and standard deviations for maximum force Fmax and forces at CMODs equal to 0.5, 1.5, 2.5, and 3.5mm
(F0,5, F1,5, F2,5, and F3,5, respectively), measured during three-point bending tests at L¼ II for individual fiber/matrix
configurations.

Set of specimens Fmax [N] F0.5 [N] F1.5 [N] F2.5 [N] F3.5 [N]

C-R 1.01 ± 0.118 0.77 ± 0.111 0.95 ± 0.090 0.96 ± 0.133 0.86 ± 0.135
C-RP 1.21 ± 0.218 0.89 ± 0.182 1.15 ± 0.185 1.17 ± 0.226 1.07 ± 0.215
R-R 0.93 ± 0.285 0.76 ± 0.207 0.91 ± 0.265 0.86 ± 0.287 0.76 ± 0.260
R-RP 1.11 ± 0.180 0.88 ± 0.147 1.06 ± 0.126 1.05 ± 0.189 0.92 ± 0.158
C-F 0.74 ± 0.082 0.62 ± 0.060 0.74 ± 0.081 0.65 ± 0.065 0.53 ± 0.028
C-FP 1.11 ± 0.079 0.97 ± 0.079 1.04 ± 0.099 0.99 ± 0.109 0.83 ± 0.081
R-F 0.67 ± 0.071 0.61 ± 0.047 0.65 ± 0.076 0.57 ± 0.062 0.49 ± 0.055
R-FP 0.79 ± 0.122 0.65 ± 0.136 0.79 ± 0.126 0.68 ± 0.097 0.57 ± 0.070

Figure A7. Deflection of specimens reinforced with round fibers tested at L¼ III.

Figure A8. Deflection of specimens reinforced with flat fibers tested at L¼ III.
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Table A3. Averages and standard deviations for maximum force Fmax and forces at CMODs equal to 0.5, 1.5, 2.5, and 3.5mm
(F0,5, F1,5, F2,5, and F3,5, respectively), measured during three-point bending tests at L¼ III for individual fiber/matrix
configurations.

Set of specimens Fmax [N] F0.5 [N] F1.5 [N] F2.5 [N] F3.5 [N]

C-R 5.5 ± 0.23 2.0 ± 0.12 2.3 ± 0.41 2.5 ± 0.42 2.7 ± 0.52
C-RP 5.1 ± 0.68 2.0 ± 0.22 2.8 ± 0.47 2.9 ± 0.63 3.0 ± 0.66
R-R 4.9 ± 0.12 1.6 ± 0.16 1.7 ± 0.31 1.9 ± 0.45 2.1 ± 0.53
R-RP 5.2 ± 0.41 2.0 ± 0.11 1.9 ± 0.22 2.0 ± 0.32 2.2 ± 0.40
C-F 5.6 ± 0.80 2.5 ± 0.25 2.8 ± 0.51 3.0 ± 0.51 3.2 ± 0.47
C-FP 5.4 ± 0.21 2.7 ± 0.23 4.0 ± 0.56 4.2 ± 0.53 4.4 ± 0.47
R-F 5.1 ± 0.28 1.8 ± 0.41 2.3 ± 0.61 2.6 ± 0.73 2.8 ± 0.77
R-FP 5.3 ± 0.17 1.9 ± 0.34 2.2 ± 0.18 2.7 ± 0.33 3.1 ± 0.37

Figure A9. CMOD measured on specimens reinforced with round fibers tested at L¼ III.

Figure A10. CMOD measured on specimens reinforced with flat fibers tested at L¼ III.
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